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Abstract

Human brain theta rhythm has been related to the operation of a generic mechanism involved in error detection

processes of different types (e.g., detecting incorrect motor responses or incorrect arithmetic equations). This theta

activity seems to be sensitive to error salience or magnitude, that is, stronger theta activity is found with larger or more

deviant errors (e.g., 1125 8) than with smaller or less deviant ones (e.g., 1125 4). A time-frequency decomposition

analysis indicated that theta activity is modulated by the magnitude of erroneous information in a nonlinear fashion,

which can be characterized using Weber–Fechner’s law of logarithmic function and Stevens’ law of power function.

The present study suggests that the generic mechanisms for error detection and evaluation may share similar fun-

damental neural schemes with primary cognitive and sensory or perceptual processes, which are directly involved in

processing the specific type of input.

Descriptors: Weber–Fechner Law, Stevens’ Law, EEG oscillations, theta, ACC, rule violation

The ability to differentiate between correct and erroneous infor-

mation, that is, the ability to detect and evaluate errors, is a basic

and essential ability that accompanies us from early childhood

through adulthood and old age. The idea that even infants react

to violations of their expectations in the physical world (Bail-

largeon, 1987; Wynn, 1996) suggests that this ability is one of the

cornerstones involved in our understanding and adjustment to

our surroundings.

Electrophysiological and brain-imaging studies have sug-

gested that monitoring of self-performance, such as detecting an

error or evaluating outcomes and feedbacks, is related to theta

(4–8 Hz) activity involving the anterior cingulate cortex (ACC;

Carter et al., 1998; Dehaene, Posner, & Tucker, 1994; Gehring,

Goss, Coles, Meyer, & Donchin, 1993; Klein et al., 2007; Luu,

Tucker, Derryberry, Reed, & Poulsen, 2003; Yeung, Botvinick,

& Cohen, 2004). Moreover, recent studies (Tzur & Berger, 2007,

2009) showed that this ACC theta activity is not exclusively re-

lated to monitoring of self-performance (i.e., the error related

negativity and the feedback related negativity brain electrical

components), but is also found in rule-violation monitoring

tasks, such as distinguishing between correct and incorrect simple

arithmetic equations (e.g., 1125 ?, correct solution 3 or incor-

rect solution 8).

Tzur and Berger (2007, 2009) suggested that this theta activity

signifies the operation of a generic mechanism involved in error

detection and evaluation processes of different types (e.g., de-

tecting incorrect motor responses or incorrect arithmetic equa-

tions). They proposed that the evaluation processes should be

seen as violation of expectation processes, that is, processes that

compare and analyze the similarities and differences between an

expected stimulus or action and a presented or performed stim-

ulus or action. This suggestion predicts that the larger the conflict

or mismatch between the expected and the presented or per-

formed stimulus or action is, the greater the neural energy

(power) and phase synchrony in the theta band will be. In fact,

this idea is fully consistent with the findings of Tzur and Berger

(2007), which indicated that the theta effects depended on the

salience of the error. That is, incorrect solutions with bigger de-

viations from the correct solutions (e.g., 1125 8 is a ‘‘big’’ error)

were related to greater increases in phase-lock theta activity than

smaller deviations were (e.g., 1125 4 is a ‘‘small’’ error). This

indicates that the monitoring process is not a dichotomous pro-

cess when related to errors (i.e., error or no-error situation), but

rather a process that also evaluates the magnitude or context of

the erroneous information.

However, an important question regarding this idea is, ‘‘How

does this generic mechanism evaluate the magnitude of different
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types of errors?’’ One possible explanation would be that the

generic mechanism shares similar fundamental neural schemes

with perceptual andprimary cognitive processes involved directly

in processing the specific type of input. In the case of an arith-

metic violation, this mechanism should resemble primary pro-

cesses involving numerical processing. To test this assumption,

we should first consider the way different mental processes in-

teract and communicate. In the field of cognition, a debate still

remains between two opposite views, the analog coding hypothesis

and the computational theories of mind. The analog coding hy-

pothesis emphasizes a continuum between mental processes

(Barsalou, 1999; Shepard &Metzler, 1971). That is, higher-level

cognitive representations are fundamentally similar to lower-

level sensory or perceptual representations and thus should fol-

low the same laws and exhibit similar attributes (Barsalou, 1999).

In contrast, the computational theories of mind suggest that

cognitive and sensory or perceptual representations constitute

separate systems that work according to different principles

(Fodor, 1975; Pylyshyn, 1984).

Numerical judgments studies (Dehaene, 2003; Moyer & Lan-

dauer, 1967; Nieder & Miller, 2003) seem to support the analog

coding theory, as cognitive and perceptual or sensory processes

share similar fundamental effects, such as the numerical distance

effect. This effect was originally reported by Moyer and Lan-

dauer (1967), who measured the reaction times (RT) in a task in

which adult human participants were asked to indicate which of

two numerals represented the larger number. The bigger the dis-

tance between the two numbers (distance effect), the faster the

participants were at choosing the numeral representing the cor-

rect response (Moyer & Landauer, 1967). The distance effect is

independent of the physical characteristics of the stimuli and

depends only on conceptual similarity in number meaning. It

affects the participants’ performance even if the numerical dis-

tance is irrelevant in the given task (Henik & Tzelgov, 1982).

Moyer and Landauer explained the distance effect by assuming

that numbers were mentally represented according to their mag-

nitudes (i.e., a mental ‘‘number line’’), which obeyed Weber’s

Law.

In 1834, Ernst Weber published what we now know as We-

ber’s Law, which has provided a mathematical description for

different sensory responses for more than 170 years (Dehaene,

2003; Lanzara, 1994; Nieder &Miller, 2003). A large number of

sensory systems and their respective stimuli, including sound,

light, smell, and taste stimuli, were found to follow this law.

Weber’s Law asserts that over a large dynamic range and for

many parameters, the threshold of discrimination between two

stimuli increases linearly with stimulus intensity (Dehaene, 2003;

Lanzara, 1994; Nieder & Miller, 2003). In general, it was dis-

covered that if S is the magnitude of a stimulus and JND is the

just noticeable difference for discrimination, then their ratio is

constant, that is, r5 JND/S (Lanzara, 1994). The JND in sen-

sation occurs only when the increases (or changes) in stimuli are a

constant percentage of the stimulus itself. For example, a person

can discriminate reliably between two sets of weights if the

difference between them is at least 5% (e.g., 20 g vs. 21 g; 40 g vs.

42 g; 60 g vs. 63 g; Lanzara, 1994). Later, in 1860, Gustav Fe-

chner showed how Weber’s Law could be accounted for by pos-

tulating that the external stimulus is scaled into a logarithmic

internal representation of sensation, that is, JND5A �
log(S)1B, where A and B are fitted constants (Dehaene, 2003;

Lanzara, 1994; Nieder &Miller, 2003). This nonlinear scaling of

stimulus magnitude has also been modeled by Stevens’ Power

Law (A � (S)B), which postulates that sensation is a power

function of the stimulus magnitude (Stevens, 1961).

Therefore, given that in some cases (e.g., numerical judg-

ments) high cognitive processes follow fundamental laws similar

to those that low sensory or perceptual processes do, it could be

argued that the suggested genericmechanismof evaluationmight

also follow these fundamental laws.

To test this hypothesis, we used a new methodology of time–

frequency decomposition analyses, from which one can obtain

estimates of instantaneous power (Samar, Bopardikar, Rao, &

Swartz, 1999) and intertrial phase synchrony (Lachaux, Rodri-

guez, Martinerie, & Varela, 1999), that is, extracting the relative

energy and phase synchrony at different frequencies and different

time points. This offered a novel opportunity for understanding

brain activity related to cognitive processes beyond the classic

averaged event related potentials (ERPs; Fell et al., 2004;Makeig

et al., 2002). This wavelet representation provides a precise mea-

surement of when and how the frequency content of an electro-

encephalogram (EEG) waveform changes over time. In this

sense, this method offers a new view for understanding the rel-

evant brain frequencies that are related to a specific event (i.e., an

evaluation of an error). Moreover, by directly computing phase

synchrony, we should detect alteration in human brain activity

that is related to the error evaluation process. Therefore, in the

present study, we have applied this novel technique for analyzing

human brain electrophysiological intertrial phase synchrony

during high cognitive processes of arithmetic violations and have

looked for evidence that relates the ACC theta activity to log-

arithmic/power encoding.

Furthermore, because recent studies have suggested that theta

activity modulates gamma activity (Canolty et al., 2006), we ex-

pected to find a greater increase in phase synchrony for the in-

correct condition compared to the correct one in fast frequency

bands also (i.e., beta and gamma bands, i.e., above 20 Hz), as we

reported in our previous study (Tzur & Berger, 2009).

Participants were asked to distinguish between correct and

incorrect solutions in which the incorrect condition was manip-

ulated along four constant levels of deviation from the correct

solution (e.g., for the equation 6 – 55 ?, the correct solution was

1, and the incorrect solutions were either 2 [L1], 4 [L3], 6 [L5], or

8 [L7]).

We expected to find that greater deviations of the incorrect

solutions would be related to greater phase synchrony values in

the theta frequency band (4–8 Hz). Moreover, our goal was to

study whether the increase in theta synchronization for greater

deviations of incorrect conditions could be correlated well with

nonlinear functions that express Weber–Fechner’s (A �
log(S)1B) and the Stevens’ (A � (S)B) Laws.

Method

Participants

Twenty-two participants (18 women and 4 men) with a mean

age of 23.2 years (SD5 1.5) took part in the experiment. All

participants were right-handed undergraduate students at

Ben-Gurion University of the Negev. They were all healthy

with no history of neurological illnesses and had normal or cor-

rected-to-normal vision. Participants gave informed consent

and participated in the study as partial fulfillment of course

requirements.
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Procedure

Participants were presented with 480 trials (plus 8 practice trials)

of simple arithmetical equations (addition or subtraction), which

were followed randomly by either correct solutions (240 trials) or

incorrect solutions (240 trials). The presented arithmetical equa-

tions involved addition or subtraction of single-digit operands

only, in order to keep the calculations as simple as possible and

dismiss effects related to two-digit number processing, such as

the unit-decade-compatibility effect (Nuerk, Weger, & Willmes,

2002). Within the incorrect solution condition, there were four

constant possible levels of deviation, appearing with equal prob-

ability. For example, for the equation 6–55 ?, the incorrect so-

lution could be either 2 (L1), 4 (L3), 6 (L5), or 8 (L7). The 480

trials were presented in a random order in 10 blocks (24 correct

and 24 incorrect trials in each block).

Participants were seated 60 cm in front of a computermonitor

and asked to be as relaxed as possible in order to reduce muscle

tension. They were told at the beginning of the experiment that

they were participating in cognitive research in the field of nu-

merical processing and that they would be presented with simple

arithmetical equations followed by either correct or incorrect

solutions. They were asked to distinguish between correct and

incorrect solutions by pressing a button (i.e., left key for correct

and right key for incorrect; the side of the buttons was counter-

balanced between participants). The button press response

helped to engage the participants in the task. This manipulation

also ensured that only trials in which participants succeeded in

distinguishing a correct solution from an incorrect one were in-

cluded in the analyses. Participants were asked to respond only

when they were sure of their decisions and not as quickly as

possible.

Each trial began with a fixation point (500 ms), followed by

an equation (1500ms), then a black screen (600msFfor baseline

calculation) followed by a solution (1500 ms), and ended with a

screen asking for the participant’s response (correct or incorrect

solution). Random intertrial intervals (ITIs; 200, 400, or 600 ms)

were inserted in order to reduce a monotonous task rhythm.

Electroencephalogram Recording

The EEG was recorded from 128 scalp sites using the EGI’s

Geodesic Sensor net and system (Tucker, 1993). Electrode im-

pedances were kept below 40 kO, an acceptable level for this

system (Ferree, Luu, Russell, & Tucker, 2001). All channels were

referenced to the Cz channel, and datawere collected using a 0.1–

100-Hz bandpass filter. Signals were collected at 250 samples per

second and digitized with a 16-bit A/D converter.

Time–Frequency Analysis

Time–frequency analysis of the data was conducted using wave-

let-based analysis (Lachaux et al., 1999; Samar et al., 1999).

Before the wavelet analysis, each participant’s raw unfiltered

(0.1–100 Hz) EEG data were segmented into trials, time-locked

to the presentation of the solution. The segmented data was in-

spected for artifacts, such as bad channels resulting from channel

saturation and muscle movement. Eye movements and blinks

were monitored with three electrodes surrounding each eye

(placed above, below, and to the left or right of the eye) providing

bipolar recordings of the horizontal and vertical electrooculo-

gram (EOG). Segments were discarded from analysis if they

contained an eyeblink or eye movement artifact (EOG470 mV)

or more than 10 electrode channels exceeded a voltage threshold

of 200 mV (absolute) or a transition threshold of 100 mV (sample

to sample; Luu et al., 2003). Segments with fewer than 10 bad

channels were included after replacing the bad-channel data with

spherical interpolation of the neighboring channel values.

The data of each trial were then re-referenced to the average

of all of the sensors at each time point. For calculating the phase

synchrony values between trials (based on the circular variance

[CV]; Lachaux et al., 1999), trials were segmented into one cor-

rect and four incorrect (i.e., L1, L3, L5, L7) conditions (stimulus-

locked to the solution presentation), whereas the trials within

each condition were kept unaveraged. Following this, a family of

Morlet wavelets was constructed at intervals of 0.5 Hz frequency,

ranging from 1 Hz to 95 Hz. Our wavelet family was computed

using a f0/sf ratio of 7 (Muthukumaraswamy & Johnson, 2004;

Samar et al., 1999). The phase synchrony values (range from 0

[no synchrony] to 1 [full synchrony]) were obtained relative to a

200-ms baseline presolution interval. The time–frequency anal-

ysis was conducted for the frequency bands raging from 1–45 Hz

to 65–95Hz, excluding the 45–65Hz band because this was in the

range of our electrical power network frequency and might have

been vulnerable to electromagnetic interference.

Consistent with our previous studies (Berger, Tzur, & Posner,

2006; Tzur & Berger, 2007), the statistical analyses were carried

out on the mean synchrony of a group of nine channels, located

between (and including) Cz and Fz of the 10–20 system of elec-

trode placement (see Figure 1).

The wavelet phase synchrony analysis was conducted in the

following way. For each condition (i.e., correct, L1, L3, L5, L7),

the maximum phase synchrony value of each frequency band

(i.e., delta: 1–4 Hz, theta: 4–8 Hz, alpha: 8–12 Hz, beta: 12–30

Hz, lower gamma: 30–45 Hz, medial gamma: 65–80 Hz, and

upper gamma: 80–95Hz; the gamma bandwas divided into three

equal bands for a better resolution of the data) was extracted

from a 0–600-ms time window for each participant. The ex-

tracted values were then analyzed using repeated measures an-

alyses of variance (ANOVAs; Kiebel, Tallon-Baudry, & Friston,

2005) with the solution conditions and the frequency bands as

within-participant variables (significance level was set to .05).

When appropriate, all critical values were adjusted using the

correction of Greenhouse and Geisser (1959).

Within each of the solution � frequency interaction effects,

a planned comparison (i.e., A vs. B) was conducted comparing

correct (A) versus incorrect (B) conditions for each frequency

band separately. This was done in order to evaluate which of the

frequency bands expressed phase synchrony differences between

the correct and incorrect conditions. Whenever a significant

difference was found, three additional planned orthogonal com-

parisonsFL1 versus (L3, L5, and L7), L3 versus (L5 and L7),

and L5 versus (L7)Fwere conducted sequentially only if the

previous comparison reached statistical significance. This was

done in order to find out whether greater deviations of the in-

correct solution (i.e., L3, L5, and L7) from the correct one were

related to greater phase synchrony increases than smaller devi-

ations (i.e., L1) were.

Results

The wavelet analysis results showed a relative increase in phase

synchrony, especially in the theta frequency band (4–8 Hz), for

the incorrect conditions compared to the correct condition (Fig-

ure 2).Moreover, a greater increase was seen for higher deviation

levels of the incorrect conditions (e.g., L7) compared to the lower
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ones (e.g., L1). This phase synchrony increase began approxi-

mately 100 ms after the presentation of the solution and ended

about 400 ms later (Figure 2).

All effects reached statistical significance, that is, both fre-

quency bands and solution main effects, F(6,126)5 5.05,

po.005, and F(4,84)5 80.71, po.001, respectively, and the so-

lution � frequency bands interaction effect, F(24,504)5 6.35,

po.001.

As summarized in Table 1, the phase synchrony planned

comparisons analyses revealed a significant increase in phase

synchrony for the incorrect condition compared to the correct

one in all frequency bands. These results are consistent with our
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Figure 1. Grand averaged voltage distribution in two-dimensional scalp topographic maps (top row) and the ERP mean from channel Fz of the 10–20

system (bottom row) of the 22 participants (filtered with 4–12 Hz bandpass). Greater negative voltage distributions (top row, circled in white) and ERP

(bottom row) are seen (about 251 ms after the solution presentation) over the medial frontal cortex for greater deviations of the incorrect solution than

for smaller ones.

Figure 2.An example of phase synchrony time–frequency plots (from the Fz channel) of one individual participant, calculated for correct and incorrect

conditions (L1, L7). Dark areas indicate low phase synchrony values, whereas light areas denote high phase synchrony. A relative increase in phase

synchrony is seen mostly in the theta band (4–8 Hz, marked with a white rectangle) for the incorrect conditions compared to the correct one.



previous findings on fast and slow brain rhythms in rule or ex-

pectation violation tasks (Tzur & Berger, 2009). Moreover, only

in the theta frequency band (4–8 Hz) did the first two sequential

comparisons (i.e., correct vs. incorrect and L1 vs. [L3, L5, L7])

reach statistical significance. This implies that only the theta

effects are sensitive to the degree of deviation of the incorrect

solution from the correct one, showing greater phase synchrony

for greater deviations (Figure 2 and Table 1).

To test the Weber–Fechner and Stevens’ Laws on the theta

band effects, a logarithmic function (A � ln(S)1B) and a power

function (A � (S)B) were fitted to the phase synchrony data.

These functions were fitted to each participant’s phase synchrony

data separately (Estes & Maddox, 2005; Lorch & Myers, 1990).

Then, each participant’s incorrect conditions (i.e., L1, L3, L5,

L7) phase synchrony indexes were modeled and then averaged

across participants. A correlation between the predicted indexes

and the observed ones yielded a very high goodness of fit for both

logarithmic (R25 .979) andpower (R25 .955) functions (Figure 3).

Furthermore, when the categorical variables of the predicted and

the observed phase synchrony indexes were analyzed using an

ANOVA, with the incorrect conditions as within-participant vari-

ables, the categorical main effect and the Categorical � Incorrect

Conditions interaction effect were far from reaching statistical sig-

nificance for both logarithmic, F(1,42)o1 and F(3,126)o1, re-

spectively, and power, F(1,42)o1 and F(3,126)o1, respectively,

modeled data. This indicates that the logarithmic and power mod-

eled datawere similar to the observed data.Moreover, the goodness

of fit was markedly smaller, R25 .84, when the data were modeled

using a linear function (.005 � (S)1.275; see Figure 3).

Source Localization

A source localization analysis was conducted in order verify the

connection between the theta effect and the ACC (Luu et al.,

2003; Tzur & Berger, 2007). For the source localization analysis,

we used the sLORETA method (Fuchs, Kastner, Wagner,

Hawes, & Ebersole, 2002; Pascual-Marqui, 2002; Valer, Dais-

uke, & Ippeita, 2007) that computes images of electric neural

activity from ERPs. This new method has a better resolution

capability than the old LORETA method and should express a

better localization of brain generators than the ones reported by

Tzur and Berger (2007) using the LORETA method. The ERP

data of each participant (i.e., segmented, averaged, etc.) were

filtered to 4–12 Hz, focusing on theta and alpha rhythms (Tzur &

Berger, 2007) and then were analyzed using the sLORETA

source localization method (Fuchs et al., 2002; Pascual-Marqui,

2002; Valer et al., 2007). Two-tailed t tests for dependent samples

were used to compare the neurophysiological parameters be-

tween the correct condition and the incorrect condition (L5

and L7). This was done in order to determine the brain gener-

ators related to the increase of phase synchrony in the theta

band between the correct and incorrect conditions (Figure 2 and

Table 1).
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Table 1.Modeled Power Functions and Simple Comparison Analyses of the Medial-Frontal Phase Synchrony Effects across the Frequency

Bands

Frequency Comparison (A vs. B)

Phase synchrony Incorrect conditions

F value p value Power function R2

Delta, 1–4 Hz Crr vs. Incrr (L1, L3, L5, L7) 7.507 .013n .262 � (S).031 .583
L1 vs. (L3, L5, L7) 1.612 .219
L3 vs. (L5, L7)

Theta, 4–8 Hz Crr vs. Incrr (L1, L3, L5, L7) 54.540 .001n .275 � (S).054 .955
L1 vs. (L3, L5, L7) 4.674 .043n

L3 vs. (L5, L7) 0.329 .572
Alpha, 8–12 Hz Crr vs. Incrr (L1, L3, L5, L7) 17.126 .001n .306 � (S)� .016 .479

L1 vs. (L3, L5, L7) 0.255 .618
L3 vs. (L5, L7)

Beta, 12–30 Hz Crr vs. Incrr (L1, L3, L5, L7) 128.282 .001n .261 � (S)� .032 .396
L1 vs. (L3, L5, L7) 0.249 .623
L3 vs. (L5, L7)

Lower gamma, 30–45 Hz Crr vs. Incrr (L1, L3, L5, L7) 203.347 .001n .268 � (S)� .001 .002
L1 vs. (L3, L5, L7) 0.025 .874
L3 vs. (L5, L7)

Medial gamma, 65–80 Hz Crr vs. Incrr (L1, L3, L5, L7) 273.919 .001n .306 � (S)� .003 .002
L1 vs. (L3, L5, L7) 0.146 .706
L3 vs. (L5, L7)

Upper gamma, 80–95 Hz Crr vs. Incrr (L1, L3, L5, L7) 313.498 .001n .307 � (S)� .044 .856
L1 vs. (L3, L5, L7) 3.751 .066
L3 vs. (L5, L7)

Note: Crr: Correct, Incrr: Incorrect.
nStatistically significant effects (po.05), AoB.

Figure 3. Grand average (22 participants) quantification phase

synchrony indexes of the incorrect condition theta into curves. The

curves indicate that the observed phase synchrony data (marked with

blue dotted line) fits better the logarithmic and power functions

(R2 5 .979 and R2 5 .955, respectively, marked with brown solid line)

than a linear function (R2 5 .840, marked with green dotted line).



The statistical comparison of the cortical sources between the

conditions revealed a significantly (po.05) stronger activation

after incorrect solutions only in the left ACC (Brodmann area 32,

MNI: X5 � 12, Y5 45, Z5 10; Figure 4). This analysis

presents a focalized involvement of the left ACC that rectifies

Tzur and Berger’s (2007) LORETA analysis, which suggested

more brain generators than the ACC.

Discussion

In the present study we examined whether human brain neural

activity related to a high cognitive task, such as distinguishing

between correct and incorrect simple arithmetic equations, can

be characterized usingWeber–Fechner’s law of logarithmic func-

tion (A � log(S)1B) and Stevens’ law of power function (A �
(S)B; Dehaene, 2003; Lanzara, 1994; Nieder & Miller, 2003).

A time–frequency decomposition analysis showed that the

theta frequency band (4–8 Hz) was sensitive to the salience of the

incorrect solutions. That is, higher phase synchrony was found in

this band for greater deviations of the incorrect solution than for

smaller deviations (Figure 2). Moreover, the results suggest that

the nonlinear Weber–Fechner and Stevens’ Laws explain this

theta band neural activity with a high goodness of fit. In other

words, without entering into the debate regarding which of the

laws (i.e., the Weber–Fechner or Stevens’ Laws) best character-

izes psychological sensory perception, the present study results

support the notion that synchrony in brain activity might encode

high-level representations in a nonlinear fashion, either with a

logarithmic or a power function.

These findings are consistent with our previous results (Tzur

& Berger, 2007, 2009) and the idea of a generic mechanism for

error detection and evaluation processes, which should be seen as

violation of expectation processes. That is, processes that com-

pare and analyze the similarities and differences between an ex-

pected stimulus or action and a presented or performed stimulus

or action. This suggestion predicts that the larger the conflict or

mismatch between the expected and the presented or performed

stimulus or action is, the greater the phase synchrony in the theta

bandwill be. Nevertheless, why did the differences betweenmore

salient violations and less salient ones emerge in a nonlinear pat-

tern? One possible explanation is related to the type or nature of

the mismatch. In the case of incorrect arithmetical equations, the

mismatch is a number, and numbers are mentally represented

according to their magnitudes. According to this view, the mag-

nitude of the perceived error in our paradigm, that is, the conflict

or mismatch between the expected and the presented stimuli,

depends on the mentally represented distance between the in-

correct and correct solutions. Because numbers are cognitively

represented in a logarithmic number line, the magnitude of the

perceived error would be represented accordingly. This idea sug-

gests that high evaluation processes, in this case an arithmetical

evaluation, might rely on and share similar fundamental neural

schemes with primary numerical cognitive processes, in this case,

the mental representation of the number line.

The representation of numbers in tasks involving magnitude

evaluations in general and the distance effect in particular seems

to involve parietal areas (Szucs & Csepe, 2005) or, more specifi-

cally, the intraparietal sulci (Dehaene, Dehaene-Lambertz, &

Cohen, 1998). Moreover, the right parietal lobe shows a pref-

erence for quantity if represented by digits but not if represented

by number words (Cohen Kadosh, Cohen Kadosh, Kaas, Hen-

ik, & Goebel, 2007).

Indeed, in our study, we can find clear expected evidence of a

distance effect in the right parietal area (see Figure 5 andTable 2).

Two important features should be noticed in Figure 1 and Figure 5.

First, the amplitudes show gradual nonlinear differences between

the different deviation conditions, consistent with the theta

effects we found over the medial-frontal cortex (Figure 1). Sec-

ond, this parietal effect clearly precedes the middle-frontal one in

time, but also continues parallel to it.

These findings are important, because studying behavior

alone (e.g., reaction time; Moyer & Landauer, 1967) cannot tell

us whether numerical judgments and other magnitude estima-

tions truly depend on neural representations that follow the We-

ber–Fechner and Stevens’ Laws (Johnson, Hsaio, & Yoshioka,

2002; MacKay, 1963). Showing that human brain activity ex-

presses the magnitude of the perceived error in a nonlinear func-

tion similar to the Weber–Fechner and Stevens’ Laws indicates

that these laws indeed express human high cognitive processes

and not only behavioral outcomes. Our results in this sense are

also consistent with the study by Nieder and Miller (2003) on

Rhesusmonkeys, which showed that the neural representation of

nonverbal visual numerosities might be better described by log-

arithmic and power scales than linear ones. However, to our
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Figure 4.Graphical representation of the sLORETA t statistics comparing the ERPs for incorrect (L5 and L7) and correct conditions. The light yellow

color indicates local maxima of increased electrical activity for incorrect compared to correct conditions (t threshold for po.05 is 1.375). Black arrows

mark the left ACC (t5 1.43; MNI cords: X5 � 12, Y5 45, Z5 10) as the source center of significantly increased activity in the incorrect condition.



knowledge, the results of the present study are the first to

show that human brain activity of high cognitive processes are

coded nonlinearly. This suggests that high cognitive processes,

such as distinguishing between correct and incorrect arithmetic

equations, follow nonlinear laws (i.e., the Weber–Fechner and

Stevens’ Laws), similar to perceptual and sensory processes. This

finding is in line with the analog coding hypothesis (Barsalou,

1999; Shepard &Metzler, 1971), which emphasizes a continuum

between mental processes. That is, higher-level cognitive repre-

sentations are fundamentally similar to lower-level sensory or

perceptual representations and thus should follow the same laws

and exhibit similar attributes (Barsalou, 1999).

Our source localization analysis suggested the left ACC as a

possible generator for the incorrect conditions effects (e.g., L5 and

L7). In a previous study, we suggested that these theta effects were

related to more brain generators than the ACC (e.g., the precen-

tral and postcentral gyrus, the superior, medial, and inferior fron-

tal gyrus; Tzur&Berger, 2007).However, in this studywe used the

new sLORETA source localization analysis (Pascual-Marqui,

2002), which has a better resolution capability than the old

LORETA and should express a better localization of brain gen-

erators than the ones reported in our previous study (Tzur &

Berger, 2007). Moreover, when we used this new sLORETA

method on the data from our previous study (Tzur & Berger,

2007), the source localization analysis detected only the ACC as a

related generator to these theta effects (as in this study). These

findings and the idea of connecting conflict and error detection

processes with theta activity related to the ACC are consistent

with previous reports in the literature (Carter et al., 1998;Dehaene

et al., 1994; Gehring et al., 1993; Klein et al., 2007; Luu et al.,

2003; Yeung et al., 2004). The ACC is believed to be involved in

the executive control of actions, such as in monitoring conflicting

response demands, detecting errors, and evaluating the emotional

significance of events (Bush, Luu, & Posner, 2000; Luu et al.,

2003). Relating high executive control brain generators, such as

the ACC, to high cognitive processes that follow the Weber–

Fechner and Stevens’ Laws further supports the idea that certain

high cognitive and low perceptual or sensory processes share sim-

ilar fundamental mechanisms and neural coding schemes.

Therefore, the present study suggests that the generic mech-

anism for error detection and evaluation processes proposed in

our previous studies (Tzur & Berger, 2007, 2009) might share

similar fundamental neural schemes with primary cognitive and

sensory or perceptual processes, which are directly involved in

processing the specific type of input. In the case of arithmetical

equations, when the solution is presented, it is evaluated based on

prior expectations and knowledge. A process comparing the

‘‘expected’’ solution to the ‘‘perceived’’ one begins. The estima-

tion of the degree of deviation of the perceived solution from the

expected one involves parietal activity, similar to other magni-

tude or quantity estimations. This basic information is trans-

ferred to frontal areas including the ACC, where the actual

‘‘error or violation’’ signaling occurs. It is possible that the ACC

detects the presence of a conflict or error and alerts other areas to

resolve it. In other words, the ACC might be responsible for

detecting error or conflict and conveying this information to

brain regions directly responsible for the control of cognitive

processing (e.g., lateral prefrontal regions; Botvinick, Braver,

Barch, Carter, & Cohen, 2001; van Veen & Carter, 2006; Yeung

et al., 2004). What is being detected by the ACC? Is it conflict

between responses (Botvinick et al., 2001; Carter et al., 1998;

Yeung et al., 2004), error detection (Coles, Scheffers, &Holroyd,

2001; Falkenstein, Hohnsbein, Hoormann, & Blanke, 1991;

Falkenstein, Hoormann, Christ, & Hohnsbein, 2000; Gehring

et al., 1993; Scheffers & Coles, 2000), or evaluation of the mo-

tivationally significant information concerning rewards and pun-

ishments (Holroyd & Coles, 2002; Nieuwenhuis, Yeung, &

Holroyd, 2004; Yeung, Holroyd, & Cohen, 2005)? We have sug-

gested (Tzur & Berger, 2007, 2009) an integrative view by which
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Figure 5. Grand averaged voltage distribution in two-dimensional scalp

topographic maps (top row) and the ERP mean of a group of three

channels (bottom row), representing the P4 (right parietal) channel of the

10–20 system of the 22 participants (filteredwith 40Hz lowpass). Greater

positive voltage distributions (top row, circled in white) and ERP

(bottom row) are seen in two time-windows (TW 1 and TW 2, about 127

and 251 ms after the solution presentation, respectively) over the right

parietal cortex for greater deviations of the incorrect solution than for

smaller ones. The ERP amplitudes (bottom row) show gradual nonlinear

differences between the different deviation conditions (see Table 2),

consistent with the logarithmic/power distance effect and the theta effects

we presented over the medial-frontal cortex (Figure 1, bottom row).

Notice that this parietal effect clearly precedes the middle-frontal one in

time, but also continues parallel to it.

Table 2.Modeled Power Functions and Simple Comparison Analyses of the ParietalMaximum Peak Amplitude Effects in TimeWindows 1

and 2

Frequency Comparison (A vs. B)

Maximum peak amplitude Incorrect conditions

F value p value Power function R2

Time window 1 L1 vs. (L3, L5, L7) 1.535 .229 1.982 � (S).100 .804
L3 vs. (L5, L7) 0.002 .968

Time window 2 L1 vs. (L3, L5, L7) 5.713 .026n 2.996 � (S).097 .962
L3 vs. (L5, L7) 0.192 .666

nStatistically significant effects (po.05), AoB.



the medial-frontal theta activity found eminating from the ACC

in tasks involvingmonitoring is connected to a generic evaluation

process that compares and analyzes the similarities and differ-

ences between an expected stimulus or action (e.g., feedback, a

solution of a mathematical equation, or performing an incorrect

action or response) and a presented or performed stimulus or

action. Interpreting these processes as a violation of expectation

processes is in line with the idea that even infants distinguish

between correct and erroneous information by using violation of

expectation processes (Baillargeon, 1987; Wynn, 1996) that ex-

press a similar theta activity signature (Berger et al., 2006) as

found in adults in this study. This implies that the proposed

genericmechanism accompanies us from early childhood and has

an important role in our adjusting and interacting with our sur-

roundings.

The findings of the present study contradict the idea that the

ACC theta activity reflects the amount of effort dispensed, as this

would have predicted finding larger activity when the salience of

the error was small. A least in the context of the task used, the

opposite occurs. This relation between larger amplitudes for

easier conditions that show shorter RTcan be seen in other ERP

components, for example, P300 (Cohen Kadosh, Cohen

Kadosh, Linden, et al., 2007). It is plausible to hypothesize that

extra effort and more computation leads to lower synchrony in

the firing of neurons and this is reflected in smaller amplitudes in

the ERP that averages the activity over neuronal communities

and over trials.

Our present study suggests that although the monitoring

process may be generic, the actual data on which this process

relies are probably generated by domain-specific primary pro-

cesses related to the basic nature of the actual data. This would

predict that in tasks involving data from domains other than

numbers, the characteristics of the specific domain would be re-

flected in the theta activity, as it relies on the signal eminating

from the relevant primary processes. For example, in the lin-

guistic domain, when one judges semantic violations, incorrect

semantic sentences should induce larger amplitudes and higher

synchrony in theta activity than correct semantic sentences.

Moreover, these theta effects should also depend on the context

of semantic sentences, such as neutral and negative-affect con-

text, which are related to distinct areas of the ACC (Bush et al.,

2000). Indeed, preliminary results from our laboratory tend to

support this notion; however, this would have to be confirmed in

future research.

When considering that evaluation processes are based on vi-

olation of expectations, as suggested in this study, we should also

address additional parallel cognitive processes necessary for the

fulfillment of the task, such as numerical and arithmetical cal-

culation processing, comparison processes, working memory,

visual processing, and so forth. These cognitive processes often

interact with each other from distant parts of the brain and

therefore require synchronization and coordination. Recent

studies have suggested that theta activity modulates gamma ac-

tivity (Canolty et al., 2006) and that fast brain rhythms (above 20

Hz, i.e., beta and gamma bands) enable a precise functional as-

sociation between specific brain regions over short as well as

longer distances (Engel & Singer, 2001; Varela, Lachaux, Rod-

riguez, & Martinerie, 2001). Furthermore, it seems that neural

activities of fast brain rhythms (i.e., beta and gamma) are most

likely related to synchronization between brain regions or pro-

cesses and neural activities of slow brain rhythm (i.e., theta and

alpha) are associated with memory processes (e.g., working

memory,memory consolidation, encoding and retrieval; Engel &

Singer, 2001; Fell et al., 2004;Mormann et al., 2005; Varela et al.,

2001). Moreover, Moore, Gale, Morris, and Forrester (2006)

have suggested that goal conflict in target detection tasks relates

to a phase-locked theta activity that expresses communication

between the hippocampal formation and neocortical areas. In

this view, it is possible that the neural synchronization effects and

their nonlinear patterns (see Table 1) found in low- and high-

frequency bands (especially in the theta and upper gamma bands)

could reflect a precise functional association between sensory or

perceptual processes (involving parietal areas; Figure 5 and Table

2) and high cognitive processes (involving medial-frontal areas;

Figures 1–4) that follows similar neural coding schemes. For

example, the theta and the alpha activities might be related to

memory (involving the hippocampal formation; Moore et al.,

2006) and comparison/mismatch (involving the ACC; Carter et

al., 1998; Tzur & Berger, 2007; Yeung et al., 2004) processes that

evaluate the magnitude of the conflict between the presented and

expected stimuli. The beta and gamma activities might involve

synchronization between brain regions (Engel & Singer, 2001;

Varela et al., 2001) related to these memory and comparison

processes and other parallel cognitive (e.g., perceptual integra-

tion, attention selection, mathematical calculation, and response

planning or execution) and affective processes (e.g., emotional

evaluation; Bush et al., 2000). Still, this is a rather novel idea that

should be further investigated in future studies.
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