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Abstract

Perceptual decisions are thought to be mediated by a mechanism of sequential sampling
and integration of noisy evidence whose temporal weighting profile affects the decision
quality. To examine temporal weighting, participants were presented with two brightness-
fluctuating disks for 1, 2 or 3 seconds and were requested to choose the overall brighter
disk at the end of each trial. By employing a signal-perturbation method, which deploys
across trials a set of systematically controlled temporal dispersions of the same overall sig-
nal, we were able to quantify the participants’ temporal weighting profile. Results indicate
that, for intervals of 1 or 2 sec, participants exhibit a primacy-bias. However, for longer sti-
muli (3-sec) the temporal weighting profile is non-monotonic, with concurrent primacy and
recency, which is inconsistent with the predictions of previously suggested computational
models of perceptual decision-making (drift-diffusion and Ornstein-Uhlenbeck processes).
We propose a novel, dynamic variant of the leaky-competing accumulator model as a
potential account for this finding, and we discuss potential neural mechanisms.

Author Summary

An important process that supports decision-making is the integration of evidence over
time, which optimizes decision quality by enhancing the signal to noise ratio. The nature
of this process depends critically on the weight given to evidence across time: which infor-
mation has more impact—early, intermediate or late? We used a novel psychophysical
technique, which relies on differential temporal dispersion of evidence. This technique
allowed us to extract the temporal weights people assign to the flow of evidence. We find
that in decisions that are based on relatively short streams of evidence, people gave stron-
ger weight to early information (primacy). Surprisingly, however, with longer streams of
evidence, people assigned higher weights to early and late evidence, while underweighting
intermediate evidence. This non-monotonic pattern of evidence integration is not pre-
dicted by the existing models of decision-making, posing a challenge to current theories.
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We propose a novel model that accounts for non-monotonic weighting, based on a change
in leak and response-competition with integration-time, and we discuss potential neural
mechanisms.

Introduction

Temporal integration of noisy evidence is a central component of the mechanism that mediates
perceptual and value-based decisions [1-13]. In perceptual decisions, one matches samples of
evidence to two (or more) potential hypotheses about the generating evidence signal, and inte-
grates them. To achieve optimality, under conditions of stationary-hypotheses about the gener-
ating signal, this mechanism should give equal weights to the different samples of evidence
across time in order to maximize the signal to noise ratio ([11, 14, 15]; but see [16], for a study
indicating that this process is quite limited in simple perceptual decisions that are based on
static stimuli). Recent studies have investigated the temporal weighting profile of perceptual
evidence using a dynamic, temporally extended dot-motion kinetogram, in which a coherent
motion signal is superimposed on a random moving dot display, and which, due to the stochas-
tic and temporally extended nature of the signal, is thought to provide a proxy to higher level
evidence-based decisions [17, 18]. These studies had identified a non-flat temporal weighting
profile (i.e., unequal weights) with overweighting of early as compared to late information (i.e.,
a primacy bias). Two computational models had been suggested to account for these observa-
tions: i) a variant of the drift-diffusion model [19] with bounded integration [17]; and ii) a vari-
ant of the leaky-competing accumulator (LCA) model [3], with inhibition dominance [18].

In the present study we probe the temporal weighting of evidence over a wider range of
durations (expanded perceptual decisions). We do so by using perceptual evidence-samples
that are longer (100 msec) than the ones used in the moving dots [17, 18] or other similar
experimental designs with fluctuating signals ([2, 20, 21]; but see [10], for a similar approach to
the one taken here), and by extending the total duration of the evidence-stream to up to 3 sec.
These methods allow us to focus on the evidence-accumulation processes that go beyond (and
are independent of) low-level perceptual integration that is subject to Bloch's law (i.e., the
detectability of visual stimuli depends on the product of luminance and duration.) and that are
known to operate at short time scales (~200 ms; [22, 23]). The separation between perceptual
and decisional integration also allows us to investigate the nature of evidence accumulation in
a domain that is more distinct from the perceptual process (see [1], for a model that includes
both perceptual and decision-based integration), as each event can be experienced individually,
and yet integration is required for solving the ambiguity between perceptually distinct, but
inconsistent, pieces of evidence—an important characteristic of daily decisions.

The central aim of this study is to probe the temporal weighting profile that participants
assign to evidence-samples under these expanded conditions. To anticipate our results, we find
a complex temporal-weight profile, which at longer durations is non-monotonic in time. As we
show in the next section, such temporal profiles provide strong constraints on computational
models of perceptual choice. A secondary aim is to probe the extent to which participants are
able to carry out temporal integration in these conditions. In previous studies of perceptual
decisions the temporal extent of this integration was relatively limited (intervals of less than .5
sec; [17, 24] and even shorter in eye-gaze decisions [25]). Other experimental methods probing
the integration of numerical values (experience-based decisions) have also suggested a rela-
tively limited integration of about 4 samples ([26, 27]; but see [28, 29], for expanded integration
of rapid numerical sequences). By extending the evidence stream to 3 sec (30 samples) we

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 2/21



©PLOS

COMPUTATIONAL

BIOLOGY

Non-monotonic Temporal-Weighting

provide a stringent test for the temporal integration hypothesis [5, 11], according to which the
decision-making mechanism uses temporal accumulation in order to reduce the signal to noise
and trade time for accuracy.

We start with a review of previous computational accounts of temporal weighting showing
that they can account for monotonic temporal profiles (primacy or recency) in perceptual deci-
sions. Next, we present the results of three experiments which reveal a non-monotonic tempo-
ral weighting profile at longer durations. We then present a novel computational model, which
extends the Leaky Competing Accumulator (LCA) to include a dynamic variation of its param-
eters across time. Finally, we show that it can account for the temporal weighting profiles, dis-
cuss its underlying neural mechanism, and we highlight some alternative accounts.

Modeling temporal weights

A number of computational models have been proposed to account for binary decisions based
on fluctuating evidence (see Computational Method for a quantitative description of the mod-
els). One of these models, the drift-diffusion model (DDM,; (7, 19, 30, 31] employs two accu-
mulators racing each other to a decision criterion. Each accumulator integrates the difference
between the evidence in favor of the hypothesis it represents and the evidence favoring the
competing hypothesis; as shown in Fig 1a, this can be implemented via feed-forward inhibition
[31]. According to this model, for experimentally controlled interrogation paradigms (in which
the response-time is controlled by the experimenter), when the stream of evidence terminates,
the decision is determined in favor of the most active accumulator. While this "standard" diffu-
sion model predicts uniform (i.e., flat) temporal weighting, a number of diffusion model vari-
ants were proposed that can generate either primacy or recency.

A first variant of the DDM, assumes the presence of an upper absorbing boundary [17],
which terminates the evidence-integration and generates an implicit decision when the first of
the two accumulators reaches a decision criterion. This corresponds to the idea that evidence-
accumulation is a resource-demanding process and therefore once a certain degree of "confi-
dence" in the decision is accumulated the observer stops accumulating evidence and prepares a
response. A second diffusion variant replaces the upper absorbing boundary with a reflecting
one [32], which corresponds to nonlinear saturation processes on the neural firing rate; in this
model the integration process continues even when this boundary is reached, but accumulators
are not allowed to exceed it. A third, more sophisticated variant involves two boundaries, an
upper-absorbing one, and a lower-reflecting one ([33]; see Fig 1c). Here the upper boundary
(implicitly) terminates the decision as in DDM-variantl, while the lower boundary corre-
sponds to the neural constraint imposed in the LCA (see below), that firing-rates cannot
become negative. As we will show below (see also [32]), the introduction of absorbing bound-
aries in the DDM results in primacy, while the introduction of reflecting boundaries results in
recency. The temporal weight profile of the combined, reflecting/absorbing boundary model
has not been investigated yet (see Computational Results section).

Another group of perceptual-choice models assumes competitive interactions between cell
assemblies that correspond to the choice alternatives. Examples of such models include the
leaky-competing accumulator model (LCA; [3]) and the attractor-choice model [34-36]. We
will focus here on the LCA, as it was examined in more detail with regard to temporal weight-
ing, however similar investigations could be pursued with attractor models.

The LCA consists of two accumulators, one for each alternative, which compete with each
other via lateral inhibition and are subject to decay (or leak) of activation. Here like in the stan-
dard drift-diffusion model, the evidence is integrated without a boundary in interrogation par-
adigms, and the decision is determined in favor of the accumulator whose activation is the
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Fig 1. lllustrations of the drift-diffusion and LCA models and their dynamics. A) The drift-diffusion
model (DDM), implemented as two accumulators with feed-forward inhibition, an upper absorbing boundary
and a zero activation reflecting boundary [33]; B) The LCA model with two accumulators, mutual-inhibition,
leak and zero-activation reflective boundary [3]; C,D) representative example activation trajectories (with
Gaussian noise) for the two models.

doi:10.1371/journal.pcbi.1004667.g001

highest at the end of the integration interval. Importantly, in the LCA, the ratio between lateral
inhibition and leak determine the shape of the temporal weighting profile.

As we illustrate in Fig 2, all the variants of the DDM and the LCA predict that regardless of
parameters’ values, the temporal weighting profile is one of three: i) flat (unbiased), ii) mono-
tonically decreasing (primacy), or iii) monotonically increasing (recency).

The DDM with an absorbing boundary predicts primacy (Fig 2a; red line), since the accu-
mulation process terminates upon reaching the decisional criterion, even when additional evi-
dence is presented later [17]. Conversely, the DDM with a reflecting boundary predicts recency
(Fig 2a; blue line), since early information arriving before the bound has been reached is lost
[20]. For the DDM with combined upper-absorbing and lower-reflecting boundaries we also
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Fig 2. Simulation of typical temporal weighting profiles predicted by the drift-diffusion model (DDM)
and leaky-competing accumulators model (LCA). A) DDM simulations with absorbing bound (red line;
parameters: noise = 1; boundary = 2) and reflecting bound (blue line; parameters: noise = 1; boundary = 3) as
compared to ideal integration (black line; parameters: noise = 1; response was determined by comparing the
value of the accumulator to 0). Both models predict weighs that are flat, monotonically decreasing (a primacy
bias; bounded diffusion) or monotonically increasing (a recency bias; reflecting boundaries) temporal
weights; B) LCA simulations of temporal weights with inhibition dominance (red line; parameters: noise = 1;
inhibition = 0.2; leak = 0) and leak dominance (blue line; parameters: noise = 1; inhibition = 0; leak = 0.1) as
compared to ideal integration (black line). Y-axis depicts normalized regression coefficients. Inputs to the
models were taken from the experiments; responses of each model were simulated for all trials and were
subjected to a logistic regression analysis using the inputs as predictors. We iterated this analysis 1000 times
per each model and show here average values of the regression coefficients across these 1000 simulations.

doi:10.1371/journal.pcbi.1004667.9002
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obtain monotonic weights (recency or primacy, depending on which boundary is closer to the
starting activation). For the LCA model, when inhibition dominates over leak early informa-
tion biases the accumulation process, resulting in primacy (Fig 2b; red line; similar predictions
take place in the attractor model; [35, 36]), while when leak dominates over inhibition, early
information decays, resulting in a recency bias (Fig 2b; blue line; see also [18]). When leak and
inhibition are equal, both effects are counterbalanced resulting in a flat temporal weighting
profile (Fig 2b; black line). Thus, both models predict a monotonic pattern of temporal weight-
ing, independent of parameter-values.

To summarize, we have shown that flat and monotonic (primacy- or recency-biased) tem-
poral weights can arise in two computational models that account for the mechanism by which
observers integrate evidence and trigger decisions. The aim of the experimental study was to
test how the temporal weight profile depends on the duration of the evidence. As we will show,
the results provide a challenge to all the models described above.

Results

To probe for temporal weighting biases we have incorporated a method of signal-perturbation
[17, 37], in which a systematic modulation of the signal is embedded within a certain time-win-
dow during the trial (each window corresponds to 1/5 of the signal duration; see Fig 3 and
Methods section). By using such a systematically controlled perturbation design, we can obtain
a much more sensitive extraction of the temporal-weight compared with a regression method
that is applied to temporally uncorrelated fluctuations (using artificially generated data from
simulated models with temporal weights we find that the use of a systematic perturbation
design reduces the number of trials needed to extract a similar precision of the temporal weight
signal, by a factor of 10). By comparing choice-probabilities between the different temporal-
loci of the perturbations and baseline, one can estimate the relative influence of the information
during the course of a trial (see Results section). In experiment-1, participants were presented
with blocks of 1, 2 or 3-sec stimuli. In experiment-2, participants were presented with only
3-sec trials. In experimen-3, the three trial-durations were randomly intermixed rather than
blocked. In addition, we have avoided using trials in which the stimulus lacked objective infor-
mation (the ‘0% coherence’ trials in [17]).

Based on previous behavioral and computational studies described above we expected to
observe either a monotonic decreasing temporal weighting profile (primacy), or, to a lesser
extent, a monotonic increasing profile (recency).

General performance and extent of temporal integration

Participants’ performance (accuracy-Pc and mean-RT) did not differ between baseline and
perturbed-signal conditions [Pc_Baseline = 76.1%; Pc_Perturbed = 76.5%; t(12) = 0.44;

p =0.66; RT_Baseline = 506 ms; RT_ Perturbed = 512 ms; t(12) = -0.36; p = 0.72], as well as
between congruent and incongruent trials, when averaged across all time-windows
[Pc_Cong = 76%; Pc_Incong = 77%; t(12) = -1.28; p = 0.23; RT_Cong = 508 ms; RT_In-
cong = 514 ms; t(12) = -0.31; p = 0.77]; as we show below, the difference in accuracy between
congruent and incongruent perturbations varies across time-windows.

In order to determine the extent of temporal integration of evidence we first examine the
dependency of the accuracy on the duration of the evidence (trial-duration). We observe that
the accuracy improved with trial-duration over the full 1-3 sec interval [Pc_1 = 72.93%;
Pc_2 =76.7%; Pc_3 = 79.64%; repeated measures ANOVA (2, 24) = 11.68; p = 0.0003], sug-
gesting that participants integrate the perceptual evidence [7, 19]. Note, that an increase in
accuracy with trial-duration can also be accounted for by a model, which is not based on
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Fig 3. Stimuli and experimental design. A) lllustration of the stimuli in Experiment-1: Participants were
presented with two disks which fluctuated in brightness, and were requested to choose the overall brighter
disk at the end of each trial; B-C) lllustration of a congruent signal-perturbation in the 4" temporal window
(blue shaded; B) and an incongruent perturbation in the 5™ window (red shaded; C) in 2 sec trials. Solid lines
depict brightness level after a perturbation, dashed horizontal lines illustrate the baseline brightness levels for
the correct (blue) and incorrect (red) responses. Dashed vertical lines show the temporal windows (4 frames
in the 2-sec trials).

doi:10.1371/journal.pcbi.1004667.9g003

evidence-integration, but rather on comparison of independent samples of evidence (the
momentary difference between the disks’ brightness level) to a criterion. For example, a ‘proba-
bility summation’ model, in which the decision corresponds to the first sample that reaches the
criterion [38], will predict increase in accuracy with trial-duration, because the probability that
a sample that supports the correct response will be first to reach the criterion increases as the
amount of samples increases. Nonetheless, we show in S1 Text and S1 Fig, that the predictions
of these two alternative classes of models regarding accuracy in the 3 perturbation conditions
(congruent, incongruent and baseline) qualitatively diverge in our perturbation-based experi-
mental design. The probability summation model predicts that accuracy on congruent trials
will be highest, intermediate in baseline trials, and lowest on incongruent trials. Conversely,
integration-based models predict that discrimination accuracy will remain constant across the
3 conditions—this latter prediction is corroborated by the data (S1 Fig).

While modest (~10%), this extent of integration, extending for 30 samples, corresponding
to 3 seconds of noisy evidence, is predicted by the model we propose below. This exceeds by
almost an order of magnitude, the temporal extent observed in the moving dot paradigm
(about 420 ms; [17]; but see [18]), as well as the capacity of about 4 samples of evidence, sug-
gested by some studies of experience based decisions ([27]; but see [9]). Note however, that the
model does not assume a perfect integration over the 3 sec interval, but rather is subject to leak
and lateral inhibition. Nevertheless, it accounts well for the increase in accuracy over the range
we tested. A fit to the observed duration-accuracy function using an exponential decay func-
tion: y = (a-0.5) * (1-exp(-x/T)) + 0.5; where T is the integration time-constant, reveals that the
effective integration time-constant is T ~ 700 ms.

Interestingly, post-interrogation response-times (RT; measured from stimulus offset until
response) were slower for longer trials (3-sec), as compared to the 1- and 2-sec trials
[RT_1 = 487ms; RT_2 = 480ms; RT_3 = 565ms; ANOVA (2, 24) = 3.61; p = 0.04], indicating
that participants did not prepare their response in advance of the evidence termination. If they
did so, one would expect faster RT at longer duration, since a larger fraction of the trials may
have reached an implicit decision [17].

Temporal weights

We quantified temporal integration biases, using two measures: i) a behavioral index of the
influence of the perturbation on choice probability as compared to baseline, as a function of its

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 6/21
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where i denotes the temporal window (similar results are obtained when using Temporal Bias;
= Congruent Accuracy; — Inongruent Accuracy;); and ii) a logistic regression on observed
choices with each of the temporal window’s average signal as predictors (defined as the differ-
ence between the two brightness levels). As the two measures give identical conclusions, we
will focus here on the behavioral measure.

As shown in Fig 4, we find a temporal main effect across durations in the behavioral index
[ANOVA {(4, 48) = 3.38; p = 0.016]. Post-hoc comparisons reveal that information presented
in the first window is more influential than information presented in the second window [t(12)
=3.63; p=0.003] and in the third window [t(12) = 2.36; p = 0.036]. All other comparisons are
not significant. When analyzing the temporal-weights for the different trial-durations, we
observe a primacy bias in the short trials [1-sec: ANOVA £(4, 48) = 3.87; p = 0.008; t(12) =
3.58; p = 0.004; window-1 as compared to window-2; 2-sec: ANOVA (4, 48) = 2.82; p = 0.035;
t(12) = 3.17; p = 0.008; window-1 as compared to window-2; similar results were also obtained
for the logistic regression coefficients; see also S2 Fig, for the logistic regression coefficients of
the different durations using 200-ms windows]. These results corroborate the identification of
a primacy-bias in previous perceptual studies [17, 18] and generalize their conclusions to addi-
tional class of stimuli.

An unexpected pattern emerges when the temporal weighting profile is analyzed for the
expanded, 3-sec trials: under this duration we find that participants exhibit a non-monotonic
temporal weighting profile [ANOVA £(4, 48) = 2.58; p = 0.049]. The influence of the signal
arriving at the 1*' temporal window was higher than in the 2™ window [t(12) = 2.6; p = 0.023,
while the influence of the signal arriving at the 5™ (and final) temporal window was also higher
than in the 2™ window [t(12) = 2.49; p = 0.029; see Fig 4]—a pattern which is inconsistent
with the predictions of either of the two models that were offered to account for temporal
weighting (see simulation studies in the Introduction section). Importantly, this non-mono-
tonic pattern is not the result of averaging two monotonic patterns (primacy and recency), as 9
out 13 participants show numerical trend of non-monotonic weighting (i.e., both window-1
and window-5 are more influential than window-2) at the individual level.

While the fraction of participants whose temporal weight at window-2 is lower than at win-
dow 1 and 5, is significantly higher than expected by chance [1/4, where 4 indicates the possible
relations between the 3 windows; Chi-Square(1 df) = 13.564; p = 0.0002], the identity of these
critical windows was selected based on the data, and thus cannot provide valid statistical test.
For that reason, we conducted two additional experiments, in which we sought to replicate this
unexpected pattern of temporal weighting by presenting solely 3-sec trials (Experiment-2;

N = 10), as well as randomly varying trial-durations in order to additionally ensure that the
observed non-monotonicity is not due to participants’ fatigue from repetitive trials of the same
duration (Experiment-3; N = 10). On the basis of the previous results, we predict that the tem-
poral weights for 3 sec evidence trials will be non-monotonic, with higher weights at window 1
and 5, compared with window-2.

Experiments 2 and 3

Experiment-2 (N = 10) was identical to Experiment-1, with the exception that only 3-sec trials
were presented (each participants underwent a total of 900 trials). Experiment-3 (N = 10; no
overlap of participants between experiments), was identical to Experiment-1, with the sole
exception that trial-durations (1, 2 or 3 seconds) were randomized rather than blocked.

The temporal weights observed for the 1 and 2-sec trials in Experiment-3 were similar to
those observed in experiment-1, both indicating a primacy bias [1-sec: t(9) = 2.75; p = 0.022;

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 7/21
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Fig 4. Temporal-integration profiles in Exp. 1, for the different trial durations (1, 2 and 3 seconds). Y-
axis shows the relative influence of the signal-perturbation on accuracy, as compared to baseline (see text);
X-axis depicts the 5 temporal-windows each corresponds to 1/5 of a trial); error bars denote 1 within-
participant S.E.M [39].

doi:10.1371/journal.pcbi.1004667.9g004

window-1 as compared to window-2; 2-sec: t(9) = 2.21; p = 0.027; one-tail; window-1 as com-
pared to window-2]. Thus, we have replicated the finding that under short presentation times
perceptual decisions are primacy biased.

The temporal weighting profile of the 3-sec trials did not differ between experiment-2 and
experiment-3 [ANOVA of Weighs X Experiment F(4, 36) = 0.5; p = 0.73], and is therefore
reported below collapsed across both experiments (for the weighting functions observed in
each experiment separately, see S3 Fig).

As in Experiment-1, we find a non-monotonic temporal weighting profile in the 3-sec trial
duration: information in the 1% temporal window was more influential than information in the
2" window [t(19) = 2.26; p = 0.036;], while the influence of the 5™ window was also higher
than the 2™ one [t(19) = 2.31; p = 0.033; Fig 5]. At the individual level, 13 of the 20 participants
show this non-monotonic pattern (Chi Square compared with 1/4 (1 df) = 17.07; p = 0.0001).

Taken together, the results of Experiments 1-3 suggest that when participants engage in
expanded perceptual judgments, they exhibit a non-monotonic temporal weighting profile,
although this pattern is inconsistent with the predictions of either the drift-diffusion or the
LCA models. Below, we account for this result by proposing a dynamic variant of the LCA
model, in which the leak and inhibition parameters change during the trial.

1.08f

- -

o o

» (2]
T T

Temporal Bias
o
N

0.98r

0-96 1 2 3 4 5

Temporal Window

Fig 5. Temporal weighting profile for the 3-sec perceptual decisions in experiment-2 and 3 (data
collapsed). Error bars denote 1 within-participant S.E.M [39].

doi:10.1371/journal.pcbi.1004667.9g005
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Temporal bias and accuracy interaction

To investigate whether temporal biases deteriorate the accuracy of the decisions, we have calcu-
lated for each individual (collapsed across the 3 experiments; N = 33) his or her overall tempo-
ral bias in the 3-sec condition, by summing the absolute deviations of the behavioral temporal
index from one (which represents an unbiased weight) across the temporal windows (when
this measure is zero it represents an unbiased temporal weighting). We ran a Pearson correla-
tion between this measure of individual bias and the participant’s accuracy and found that the
more an individual is temporally biased, the lower is his or her accuracy (r = -0.5; p = 0.003; Fig
6). Thus, biased temporal weighting had a deteriorating effect on accuracy of about roughly
15% (from 85% to 70%; cf. [17]).

Accounting for temporal weights: The dynamic LCA model

The temporal weight profile that was presented above raises a challenge for the existing compu-
tational models of perceptual decisions, which can account only for monotonic profiles (pri-
macy or recency-based profiles; Fig 2). Here we propose an extension of the LCA model that
can account for the data we have presented.

The dynamic LCA (DLCA) is an extension of the LCA model, in which the leak and the
inhibition parameters change with time. As time within the evidence-integration process pro-
gresses, it is assumed that leak increases and inhibition decreases. As the LCA has two opposite
domains of temporal weights, primacy (for inhibition dominance) and recency (for leak domi-
nance; [3, 40]), this dynamic change shifts the integration mechanism between the two
domains, allowing a more rich temporal profile; as we show below, the two factors do not can-
cel each other but rather result in non-monotonic weights. We defer the discussion of potential
neural mechanism to the Discussion section, as well as the discussion of functional consider-
ations that motivate the DLCA. The detailed formulation of the model (and of 3 extant models)
is presented in the Computational methods.

Computational models

We have compared 4 alternative models:

1. Drift-diffusion (DDM) with an absorbing upper boundary and a reflecting lower boundary
set at 0 to prevent negative activation levels [17, 32, 33]. The model has 3 parameters and is
given by:

x(t = 0)

0+ N,(0, 0); x,(t+1) = Max(0, (I,(t) — L(t) + x,(t) + N, (0, 0);

x(t = 0) = 0+N,(0, 0); x(t+1) = Max(0, (L(t) — I,(t) + x,(t) + N,(0, o).

The quantity x represents the momentary (¢ reflects a single 100 ms frame) level of activa-
tion of the accumulator, I; () — I,(t) represents the momentary difference between the two
external inputs as was actually displayed in the experiments, & represents the starting point
of the accumulators and N; (0, 0) represents processing noise thought to be intrinsic to the
accumulation. This noise process, included in all the models, is assumed to be Gaussian
(with mean 0 and SD o). In this model, information integration is subject to an upper
bound (a free parameter, )—when the activation of one of the accumulators reaches the
bound, the accumulation process ends and the decision will correspond to the unit that
reached the boundary. In case a bound is not reached, the decision will correspond to the
unit that is more active at the end of the trial. We assume the two accumulators have a
lower reflecting boundary set at 0, to prevent negative activation levels.

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 9/21
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Fig 6. Inter-subjective correlation between temporal-bias and accuracy.

doi:10.1371/journal.pcbi.1004667.9006

2.

Reflecting upper boundary DDM [32], with 2 parameters; given by:
x(t+1) = Min(9, I(t) — L(t) + x,(t) + Ny (0, 0));

x(t+1) = Min(9, L(t) —L(t) +x,(t) + N,(0, 0)).

In this model, there is an upper boundary set on the maximal activation of the accumulator

(a free parameter, 0).

Leaky-competing accumulator (LCA; [2, 3, 20]) with 3 parameters; given by:
x(t+1) = L)+ (11— k)x(t) = Bx,(t) +N,(0, 0);
%(t+1) = L)+ (1 - k)x(t) — px(t) + N,(0, o).

Here k is the leak and B the mutual inhibition. The model assigns the decision to the most
active accumulator after the termination of the stimulus.

. A novel dynamic variant of the LCA model (DLCA), with 5 parameters, given by:

x(t+1) = L(1) = (ks = 1)xx, () = (B = prt)x,(1) + N, (0, 0);

x(t+1) = L(t)— (k+pxt — Dxxy(t) — (B — pxt)x,(t) + N,(0, o).

Here y is a parameter that determines that rate by which leak increases over time and p
determines that rate by which inhibition decreases over time (see Discussion section for
potential neural mechanisms). Here we only explored the simplest form of change, a linear

one.

Note, that the inputs to the models are the raw luminance values. However, these inputs

may undergo a non-linear transformation in the visual system (e.g. power-law or logarithmic),
which can, under certain conditions, alter the behavior of the models (for example, see 11, for a
discussion on how transience in the input may mimic leakage). Nonetheless, such transforma-
tions are unlikely to cause artificial shift from monotonic weights into non-monotonic ones. In
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order to validate this assumption, we ran an additional logistic regression analysis on the 3-sec
data, using non-linear transformed data, in which i) Input = (10*I)20.8; or ii) Input = log
(I*1000). We find that the obtained logistic regression weights are almost identical to the
weights obtained using non-transformed inputs.

Fitting procedure

We fitted each model to participants' responses in the 3-sec trials and also applied the generali-
zation criterion method [41, 42] by using the model parameters to make predictions for the
1-2 sec trials. For each model, given a set of parameters, we generated 1000 simulations for
each trial (i.e., for the actual displayed stochastic external input, I1 and I2), in which only the
internal noise varied, and calculated the model probability (given parameters and inputs) to
select Left (P1) or, Right (1-Pl). We assigned likelihood (of the data, given model, inputs and
parameters) for each trial, by using the observed decision in that trial (Likelihood = P(D); D =
{L, R}). The likelihood for the entire data was calculated by multiplying the likelihood for the
separate trials (adding the Log Likelihoods). Finally, parameters were estimated by maximizing
the likelihood term using an exhaustive grid search (see S1 Table for description of the parame-
ter-space of each model). The random number generator in all simulations as well as iterations
over the grid was initialized with a random seed.

Computational results

We have compared the four models described above in accounting for the response the partici-
pants made in each trial of the 3 sec condition, using the maximal likelihood method and the
Bayesian information criterion (BIC) which penalizes for the number of free-parameters. The
BIC is given by: -2 * In(maximal likelinhood) + k * In(n); where k is the number of free parame-
ters and #» is the number of observations. Both maximal likelihood and BIC comparisons
strongly favor the DLCA model followed by the LCA and the absorbing boundary DDM (see
Table 1).

In Fig 7, we used the best-fitting parameters of the three leading models’ in order to show
their predictions for the behavioral temporal-weighting index and for the logistic regression
weights [42]. We did so by simulating each model’s “responses” for the actual presented sti-
muli, and then subject these simulated responses to the temporal-weight analyses described
above.

As expected, we find that while the DLCA predicts non-monotonic temporal weighting pat-
terns, the LCA (model IIT) and the absorbing-boundary DDM (model I) produce a recency-
biased pattern and are thus unable to account for the observed temporal weighting profile (Fig
7). The reason that the dynamic LCA accounts for the non-monotonic temporal weight profiles
is the following: At the start of the trial, the model operates in an inhibition dominant regime
that is primacy-biased. As time progresses, however, leak increases and the model becomes
recency-biased. Crucially for accounting for the temporal weight data, this shift towards
recency is not homogenous (as in Fig 2). Rather, both early and late evidence affect the decision
more than intermediate evidence. We can understand this pattern as resulting from a dynamic
effect: early evidence has high impact, because it pushes the LCA into one of two attractor
states (strong response-competition at the start). As times progresses, and the competition
weakens, there is growing chance for new evidence to trigger a switch to the other attractor.
This chance is stronger, however, for evidence that arrives later (2-3 sec), than for evidence
that arrives in the 1-2 sec. Thus, in addition to the non-monotonic weights in 3-sec trials, the
model predicts two additional important results (see Fig 8): i) for shorter temporal stimuli (<2
sec) the temporal weight is monotonic (primacy); ii) for longer temporal stimuli (e.g., 5-sec),
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Table 1. Summary of the model comparison.

Model Noise Leak Inhibition Additional Parameters Log Likelihood BIC
| DDM_Absorbing 1 NA NA Absorbing_Boundary = 30; Starting_Point = 0 -8,175 16,379
Il DDM_Reflecting 0.95 NA NA Reflecting_Boundary = 23 -9,949 19,926
11l LCA 0.5 0.06 0.05 NA -8,172 16,374
\Y DLCA 0.5 0.04 0.1 Leak_Change = 0.001; Inhibition_Change = 0.0025 -8,141 16,330

The values of highest likelihood and BIC are presented in bold, both point to the superiority of the dynamic LCA (DLCA) model, followed by the
conventional LCA model and the drift-diffusion model with absorbing boundary. The leak- and inhibition-change parameters (DLCA model) correspond to
the change, at each time-step (100 ms), in the value of leak and inhibition, respectively.

doi:10.1371/journal.pcbi.1004667.t001

the temporal weights will again become monotonic, yet recency-biased. The latter results from
the fact that with further increasing time (increased leak and reduced response inhibition) the
attractors are destabilized, and thus the early history becomes irrelevant to the decision, that is
affected by the late evidence only. Hence—in the DLCA the weights interact with trial-dura-
tion: as the duration of the input increases, recency increases at the expense of primacy since
with additional integration time the influence of early-accumulated information diminishes,
due to elevated leak.

To conclude, the DLCA not only accounts for the non-monotonic weights in the 3 sec con-
dition (note that the parameters were selected to fit those trials), but with the same parameters
it predicts a monotonic primacy based weighting pattern at shorter durations (1-2 sec), as well
as a monotonic recency based weight pattern at longer durations (5-sec; see below). Moreover,
the DLCA model, with these parameters, also predicts the observed increase in accuracy with
trial-duration (Fig 9).
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Fig 7. Data and models’ predictions of temporal weight index (left panel) and regression weights
(right panel) in 3-sec trials. A) Observed temporal weights (N = 33; error bars denote 1 within-participant S.
E.M; [39]); B) Predictions of the Dynamic LCA (DLCA); C) Predictions of the LCA; D) Predictions of the DDM
with cf. Fig 2.

doi:10.1371/journal.pcbi.1004667.9g007
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Fig 8. DLCA'’s predicted temporal weights as a function of trial-duration (2-, 3- and 5-sec trials). The
model’s predictions were generated using the best-fitting parameters that were obtained by fitting the DLCA
to the decisions observed in the 3-sec trials.

doi:10.1371/journal.pcbi.1004667.9g008

Discussion

We have examined the extent of integration of noisy evidence and its temporal weighting
within a binary decision between alternatives that consist of expanded streams of perceptual
events (100 ms each) over a span of 1-3 seconds (see also [10]). The first finding is that the
accuracy of the decisions increased with stimulus duration, suggesting that the participants are
integrating the evidence over the whole interval (see also S1 Fig). We further observed that RT
was mildly slower in the 3-sec trials as compared to the 1- and 2-sec trials, in Exp. 1, suggesting
that the participants did not prepare their response in advance (this small difference in RT-
~80 ms—may stem from the fact that trial-durations were blocked in Exp.1, and therefore that
the observers may have experienced mild fatigue in the more challenging 3-sec trials). Indeed
in Exp. 3, in which trial-durations were intermixed, no difference in RT was found.

While the increase in performance is modest (about 10% from 1 to 3 secs), it is predicted by
the sequential-sampling model we proposed. Note however that this is not a perfect integration
model, but rather an integration that is subject to leak and lateral inhibition. This provides sup-
port for sequential sampling as a mechanism by which observers improve the signal to noise,
trading time for accuracy.

The central point of our investigation involves the temporal weight given to the evidence-
samples across time. By perturbing the perceptual signal at different temporal windows during
the course of the trial, the present study revealed a significant temporal-bias in the integration
process of perceptual information: for evidence streams shorter than 2 sec, participants gave
higher weight to early as compared to recent information (Fig 5). As predicted by computa-
tional models of decision making [3, 17-19, 43]), this temporal bias has a deteriorative effect
on accuracy (Fig 7). These results corroborate recent findings [17, 18] as well as early findings

0.85 Data 0.85 Model
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Fig 9. Observed (left panel) and predicted (right panel) accuracy per trial duration in Exp.1. Error bars
denote 1 within-participant S.E.M [39]. Accuracy was calculated based on actual samples; the model's
predictions were generated using the best-fitting parameters that were obtained by fitting the DLCA to the
3-sec trials.

doi:10.1371/journal.pcbi.1004667.9g009
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in the field of probability estimations [44, 45], and extend them to another class of task and
stimuli.

While we and others [14, 15] observed primacy-biased weights in trials of short-duration,
recency-bias weights using trials of similar duration were previously reported [46, 47]. This
apparent discrepancy in the results, however, is likely to arise due to two main differences
between the experimental designs used in the latter studies. First, unlike in our studies, which
employed an "interrogation” design, in [46, 47], observers had control over the duration of the
perceptual evidence (i.e., free-response paradigm), which introduces additional factors, such as
the placement of the internal decisional-criterion. Second, the payoft/reward function used in
[46, 47], included a time-pressure factor, which penalized observers for prolonged viewing
durations. As discussed by the authors, under such conditions, it is sensible to include an inter-
nal "urgency" signal, which can be functionally translated into collapsing boundaries and thus
result in recency-biased decisions. In our task, on the other hand, the payoff function penalizes
only incorrect decisions (since duration time was fixed), thus emphasizing accuracy and obvi-
ating any cost for viewing duration.

An unexpected result was obtained with longer-duration stimulus (3-sec), in which partici-
pants exhibit non-monotonic temporal weighting: both early and late evidence were more
influential than evidence arriving in the middle. This result is inconsistent with the predictions
of the common variants of the drift-diffusion and LCA models—both predicting monotonic
temporal weighting, across their computational variants and regardless of parameter values
(see simulation studies, Fig 2 in Introduction section and Fig 8 in Results section). We sug-
gested a variant of the LCA model—dynamic-LCA (DLCA)-that can account for this data (see
Table 1 for fitting result and Fig 8 for model predictions). Note that a very similar functional
model could be implemented using the attractor-model framework [35, 36], instead of the
LCA, if we assume that the decision circuit recurrent connections are dynamically modulated,
so as to trigger transitions between bi-stable and winner-take all attractor-dynamics [34, 35]
with decision-time.

In the DLCA model, during the course of the trial, mutual inhibition decreases, while leak
increases, thus allowing the model to transit from primacy (inhibition dominant regime) to
recency (leak dominant; [40]), and to display a richer, duration-dependent, weight profile (Fig
8): with increasing duration of the input, due to the increasing influence of the leak, the early-
accumulated information is progressively lost, resulting in a transition from monotonic pri-
macy in short trials (1-, 2-sec) to non-monotonic weighting in longer trials (3-sec) and to
monotonic recency in even longer trials (5-ses). Note that this makes the DCLA to functionally
interpolate between a response-competition (at early stages) and an independent race mecha-
nism (at later stages; see [2], for a detailed discussion of this distinction). While response com-
petition (inhibition-dominance regime) is considered more optimal to decision performance, it
is possible that it also requires active resources (see Potential neural mechanisms section
below) and thus may become depleted in longer decisions.

While the DLCA provides an account for the unexpectedly observed non-monotonic tem-
poral-weighting profile in the 3-sec trials, several alternative models that can potentially predict
this result should be considered. The first alternative we consider is that the integration regime
dramatically varies between trials: on some trials integration is monotonically primacy-biased
and on others it is monotonically recency-biased (for example, in the LCA from inhibition-
dominance to leak-dominance; in the diffusion from absorbing boundary to reflecting bound-
ary). Averaging across trials could thus artificially result in a non-monotonic weighting func-
tion. However, while this alternative can accommodate the non-monotonic weighting function
in the 3-sec trials, it fails to account for the primacy effects observed in the 1- and 2-sec trials,
as it predicts that non-monotonic weighting should be also observed in shorter durations of
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evidence display as well (see S4 Fig for simulation results). Conversely, and in agreement with
the observed data, the DLCA predicts monotonic, primacy-biased weighting on these trials
(Fig 8a).

A second alternative mechanism that could contribute to our results is that of temporal
adaptation to the sensory-visual input (e.g. see [1, 48]). According to this account, during con-
tinuous stimulation, neural response undergoes adaptation, resulting in progressively dimin-
ishing sensitivity to the input. Note, however, that our "perceptual events" fluctuate over a
much longer time scale than that characterizing visual transient response functions [1, 49].
While this account could qualitatively predict the primacy effect observed in the 1- and 2-sec
trials, it cannot account for the non-monotonic pattern of weights in the 3-sec conditions, as
well as for the recency-biased weights observed in 5-sec (see exp. 4 below).

Another alternative explanation, which may be proposed to account for the observed non-
monotonic weighting, is that due to arousal or attentional fluctuations, the gain on the input
varies over time (during the accumulation process). According to this interpretation, in order
to account for primacy in 1- and 2-sec trials and non-monotonic weighting in 3-sec trials, per-
ceptual gain is assumed to decrease early on in a trial (around 200-ms post-stimulus) and
increase (or return to its baseline levels), after approximately 2 seconds post-stimulus onset.
While this alternative account predicts the non-monotonic weighting in the 3-sec trials as well
as primacy-biased accumulation on shorter trials, its prediction regarding trials of even longer
duration (e.g., 5-sec of perceptual evidence) qualitatively diverges from that of the DLCA. Spe-
cifically, the attentional fluctuations account predicts non-monotonic (or cyclic/periodic)
weighting on 5-sec trials, while the DLCA model predicts that on these trials accumulation will
be recency-biased (see Fig 8c). The results of an additional experiment, Exp. 4, which was iden-
tical to Exp. 2, with the exception that only 5-sec trials were presented, corroborated the predic-
tion of the DLCA model, but not of the attention-fluctuation model (52 Text and S5 Fig,

Exp. 4).

Limitations and future work

Although the DLCA model was set up to account for the non-monotonic weights at 3 sec (Fig
8), it was able to predict, based on the same parameters (no extra fitting), the primacy-biased
weights observed in the 2-sec trials (Fig 9) and the monotonic recency-biased weights on 5-sec
trials (S5 Fig; see also [10, 50]). While we find the DLCA account appealing, we believe that
future research is needed to further corroborate its predictions and to probe its neurophysio-
logical mechanism. In particular, we acknowledge it as a tentative model, which will need to be
evaluated in relation to additional accounts. One such account, which we consider as a poten-
tial candidate, involves a dual-mechanism: participants may accumulate perceptual evidence in
a primacy-biased manner, as suggested by computational models of decision making that trig-
ger initial decisions [17, 18, 35, 36], but in addition, rely on information available in short-term
visual working memory [51, 52], which is recency biased [53, 54], to override the initial deci-
sions. This account can potentially predict concurrent primacy (as a result of the accumulation
process) and recency at longer stimulus duration, if the short-term memory-trace contains
only information from the last second of the stimulus. Future research should explore addi-
tional alternative accounts for the complex duration-dependent temporal weighting function.
For example, a diffusion framework, in which the evidence is integrated between two reflecting
(and possibly collapsing) boundaries and in which the decision is determined by the last
boundary that has been reached may account for non-monotonic weighting under certain
assumptions. The rationale here is that with short stimuli there is enough time only to reach
the boundary once, but with longer decisions reversals can take place resulting in recency.
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Potential neural mechanisms

While the motivation for the DLCA, presented above is based on functional considerations,
such as interpolating between competitive and independent race mechanisms, it is possible to
speculate about potential underlying neural mechanisms. One such possibility is the effect of
neural adaptation, either at the synaptic or neuron level [55-60]. Accordingly, the reduction in
inhibition is a direct outcome of neural adaptation for inhibitory circuits (this may be imple-
mented via excitatory projections to interneurons), while the increase in leak is the indirect
outcome of the reduction in recurrent self-excitation, which balances part of the neural leak
[3]. According to this, as time progresses, the time constant of the evidence integration
decreases, while the mechanism becomes less competitive, closer to an accumulator or race
model [8, 61]. An alternative neural mechanism, may involve neuromodulators that reduce the
impact of recurrent connections compared to the inputs (e.g., Acetylcholine; [62]).

To conclude, we have carried out a study of the time-course of evidence integration over a
time scale of 1-3 sec (10-30 events). The results indicate an extended temporal integration,
with temporal weights that are primacy biased on shorter duration, but U-shaped at longer
durations. We have presented a computational model accounting for these results and dis-
cussed potential neural implementations, and alternative mechanisms. Future work will be
needed to compare between these alternative models and also to determine whether this non-
monotonic pattern extends to other perceptual and value-based domains, such as averaging of
visual properties (e.g., [10, 63]) and numerical-integration [12, 29, 64], as well as preference-
formation (e.g., [6]) and legal-decisions (e.g., [65]).

Methods
Ethics statement

All procedures and experimental protocols were approved by the ethics committee of the Psy-
chology department of Tel Aviv University (Application 743/12). All experiment were carried
out in accordance with the approved guidelines.

Participants

13 volunteers participated in Experiment 1. All participants were undergraduate students
recruited through the Tel Aviv University Psychology Department’s participant pool, were
naive to the purpose of the experiment and were awarded either course credit or a small finan-
cial compensation (40 NIS; equivalent to about $10). All participants had normal (or cor-
rected-to-normal) vision.

Materials and stimuli

Stimuli were generated Matlab and were presented on a gamma-corrected ViewSonic (Walnut,
CA) 17-in. CRT monitor viewed at a distance of 41 cm (participants rested their head on a chin
rest). The screen resolution was set to 1,024 x 768 pixels, and the monitor had a refresh rate of
60 Hz. Stimuli consisted of two brightness-fluctuating round disks (each 50 mm in diameter).
The disks were presented 40 mm right and left to a central 10 X 10 mm white fixation cross
(Fig 3a). At each time-frame (100 ms), each of the disk’s brightness level was sampled from a
normal distribution with either high or low mean (all distributions had a standard deviation of
0.15; the distributions’ means depended on the experimental condition—see Stimulus Condi-
tion, below). The first frame had two grey disks (brightness level = 0.2) and the last frame
included white masks (brightness level = 1), in order to prevent steep changes in brightness
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onset and afterimages respectively. These frames were discarded from further analyses and are
not included in the calculation of the trials’ duration.

Procedure

The participants were asked to watch the evidence streams (1-3 sec) and to indicate at the end
of each trial, the disk with the higher overall brightness value, using one of two designated key-
board keys (‘M’ for right-disk, Z’ for left-disk). An incorrect response was followed by an audi-
tory feedback. An illustration of a single typical trial is depicted in Fig 3. Following a 50-trial
practice session, participant underwent 1080 trials, divided into 18 experimental blocks.
Between each experimental block participants received a self-paced break. The entire experi-
ment duration was approximately 90 minutes.

Stimulus conditions

The experiment consisted of 3 possible trial durations: 1, 2, or 3 seconds, corresponding to 10,
20 or 30 frames, and the stimulus duration was blocked. (Blocks had 60 trials and block order
was randomized and counterbalanced between participants). 20% of the trials (randomly deter-
mined) were baseline trials and the rest were perturbed trials. In baseline trials, either the left
or the right (random between trials) disk’s brightness level was sampled from a high-value
Gaussian distribution (Mean = 0.75), while the other disk’s brightness was sampled from a
low-value distribution (Mean = 0.6) (dotted blue and red lines, in Fig 3b and 3c, respectively).
On the rest of the trials (80%) a perturbed signal was delivered in 1 (random) out of 5 equal-
duration temporal windows (see Fig 3b and 3c for an illustration of the perturbation
procedure).

The perturbed signal consisted of a stronger separation between the means of the underly-
ing distributions (Perturbed_high = 0.85; Perturbed_low = 0.45). The perturbation was ran-
domly either congruent (40%; Fig 3b) or incongruent (40%; Fig 3¢) with the correct response
in order to make sure that even if participants detected the perturbed-signal, it was not indica-
tive of the correct response. Since the signal-perturbation manipulation altered the overall sig-
nal as compared to baseline trials (increasing it on congruent trials and decreasing it on
incongruent ones), we have equated this deviation by assigning compensatory signal (negative
on congruent trials and positive on incongruent trials) to the remaining temporal windows
(Fig 3b and 3c). For each temporal window, the compensatory signal was evenly divided
between the two disks, so that the brightness level of the disk representing the correct response
decreased (increased) when the equating signal was negative (positive), while the opposite
change took place for the brightness level of the disk representing the incorrect response. This
procedure ensured that the overall signal was kept constant for baseline and perturbed trials
(both congruent and incongruent) of a given duration. In other words, trials of same duration
had an equal overall signal, regardless of whether they were baseline or perturbed trials. How-
ever, the distribution of the signal varied between baseline (even distribution), congruent
(strong signal in the perturbed window; weak signal in the rest of the temporal windows) and
incongruent (opposite (incongruent) signal in the perturbed window; strong (congruent) signal
in the rest of the temporal windows) trials. Thus this design predicts a Null effect of the pertur-
bation (compared to baseline) for evidence integration mechanisms which give uniform/flat
weights. Deviations from such Null effect can then indicate temporal weights.

Supporting Information

S1 Text. Evidence for expanded integration. As discussed in the main text, our observation
that accuracy increased with trial duration can be accounted for by a non-integration-based
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model, such as probability-summation (Watson, 1979). However, integration-based and non-
integration-based models provide diverging predictions regarding accuracy in the different
perturbation conditions. Specifically, integration-based models predict that discrimination
accuracy will remain constant across the baseline, congruent- and incongruent-perturbation
conditions (S1 Fig; red line), since the overall average perceptual evidence within a trial is
equated in these conditions (see Methods section). Conversely, a model which assumes that
observers match independent samples to a criterion predicts that accuracy on congruent trials
will be higher than accuracy in baseline trials, and that accuracy on incongruent trials will be
lowest (S1 Fig; blue line). This is because the probability for an extreme perceptual sample
(which is highest in the perturbed window—see Methods and Fig 2) is identical in the congru-
ent and incongruent trials (since these conditions are identical with respect to the structure of
the evidence in the perturbed time-window) and is lower in the baseline trials (in which the dif-
ference in the brightness-level of the disks is more modest). Importantly, in congruent trials
the perceptual samples that carry the strongest signal support the correct response, while in
incongruent trials these samples are identical in terms their momentary signal, yet are indica-
tive of the incorrect response. Analysis of the behavioral data reveals that accuracy did not dif-
fer between congruent, incongruent and baseline conditions (S1 Fig; black line), thus lending
support to an integration-based account of the data.

(DOCX)

S2 Text. Experiment 4. To test the predictions of the DLCA model, we have conducted an
experiment (Exp. 4; N = 8), which was identical to Exp. 2, only with trial duration of 5-sec,
rather than 3-sec. We find that, as predicted by the DLCA, but not by the two alternative
accounts described above, temporal weighting in 5-sec trials is monotonic and recency-bias.
(DOCX)

S1 Fig. Observed and simulated accuracy in baseline congruent- and incongruent-pertur-
bation trials. Experimental data shows that accuracy did not differ between baseline, congru-
ent and incongruent trials (black line). This pattern is captured by an integration-based model
(red line; here the DLCA with the best-fitting parameters reported in the main text). Con-
versely, a model that is not based on integration, and in which independent noisy samples (dif-
ference of brightness between the disks) are compared to a criterion, predicts that accuracy will
be highest on congruent trials and lowest on incongruent trials (parameters of the model were
manually selected to meet observed accuracy in congruent trials; Noise = 0.2; Threshold = 0.4).
(DOCX)

S2 Fig. Logistic regression weights with high temporal resolution (200 ms of perceptual evi-
dence per window). Statistical analyses of the weighting functions reveal no evidence for non-
monotonicity in 1- and 2-sec trials [1-sec: the 2" temporal-window is not significantly differ-
ent from the 4™ or 5™ window; p = 0.63; p = 0.38, respectively; 2-sec: the 4™ window is not sig-
nificantly different from the 7 8™, 9™ or 10" window; p = 0.19; p = 0.12; p = 0.16; p = 0.86,
respectively)]. Note that the temporal resolution in this analysis is much higher than the one
used in the behavioral perturbation design (see Methods section), and therefore its precision is
less reliable.

(DOCX)

S3 Fig. Temporal weights in Exp. 2 and Exp. 3. In each experiment seperately, we find
numerical trends of non-monotonic weighting functions [Exp. 2: 1* vs. 24 window; t(9) =
1.16; p = 0.27; 5™ vs. 2™ window; t(9) = 1.91; p = 0.08; Exp. 3: 1% vs. 2"¢ window; t(9) = 1.99;
p = 0.08; 5™ vs. 2™ window; t(9) = 1.56; p = 0.15].

(DOCX)
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S4 Fig. Simulated temporal weights for 1- and 2-sec trials using a model, in which on some
trials integration is primacy-biased (p_inhibition_dominance = 0.16; noise = 0.5;

leak = 0.04; inhibition = 0.2) and on other recency-biased (p_leak_dominance = 0.84;
noise = 0.5; leak = 0.2; inhibition = 0.025). Parameters were manually chosen to meet the
non-monotonic pattern observed in the 3-sec trials. As can be seen, a model that assumes that
on a fraction of trials accumulation is recency-biased, and on other trials primacy-biased pre-
dicts non-monotonic weighting in 1- and 2-sec trails as well.

(DOCX)

S5 Fig. Observed and predicted temporal-weighting in Experiment 4 (N = 8), which was
identical to Exp. 3, only with 5-sec trials rather than 3-sec trials. As can be see, observed
weights are monotonically increasing indicating recency-biased integration. This pattern is
predicted by the DLCA model. Simulation was conducted using the best-fitting parameters
obtained for the 3-sec data.

(DOCX)

S1 Table. Models’ parameter-space. Description of the parameter-space.
(DOCX)

Acknowledgments

We thank Tobias Donner, Ido Erev, Nira Liberman, Rani Moran, Andrei Teodorescu, and
Konstantinos Tsetsos for helpful discussions on these issues and feedback on the manuscript.

Author Contributions

Conceived and designed the experiments: ZZB NB MU. Performed the experiments: ZZB NB.
Analyzed the data: ZZB NB. Wrote the paper: ZZB NB MU.

References

1. Ludwig CJ. Temporal integration of sensory evidence for saccade target selection. Vision research.
20009; 49(23):2764-73. doi: 10.1016/j.visres.2009.08.012 PMID: 19686771

2. Teodorescu AR, Usher M. Disentangling decision models: from independence to competition. Psycho-
logical review. 2013; 120(1):1. doi: 10.1037/a0030776 PMID: 23356779

3. Usher M, McClelland JL. The time course of perceptual choice: the leaky, competing accumulator
model. Psychological review. 2001; 108(3):550. PMID: 11488378

4. Winkel J, Keuken MC, van Maanen L, Wagenmakers E-J, Forstmann BU. Early evidence affects later
decisions: Why evidence accumulation is required to explain response time data. Psychonomic bulletin
& review. 2014; 21(3):777-84.

5. Brunton BW, Botvinick MM, Brody CD. Rats and humans can optimally accumulate evidence for deci-
sion-making. Science. 2013; 340(6128):95-8. doi: 10.1126/science.1233912 PMID: 23559254

6. Hogarth RM, Einhorn HJ. Order effects in belief updating: The belief-adjustment model. Cognitive psy-
chology. 1992; 24(1):1-55.

7. Ratcliff R, Rouder JN. Modeling response times for two-choice decisions. Psychological Science.
1998; 9(5):347-56.

8. Vickers D. Evidence for an accumulator model of psychophysical discrimination. Ergonomics. 1970; 13
(1):37-58. PMID: 5416868

9. Tsetsos K, Chater N, Usher M. Salience driven value integration explains decision biases and prefer-
ence reversal. Proceedings of the National Academy of Sciences. 2012; 109(24):9659-64.
10. Cheadle S, Wyart V, Tsetsos K, Myers N, De Gardelle V, Herce Castafidn S, et al. Adaptive Gain Con-
trol during Human Perceptual Choice. Neuron. 2014; 81(6):1429—41. doi: 10.1016/j.neuron.2014.01.
020 PMID: 24656259

11.  Gold JI, Shadlen MN. The neural basis of decision making. Annu Rev Neurosci. 2007; 30:535-74.
PMID: 17600525

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 19/21


http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004667.s006
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004667.s007
http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pcbi.1004667.s008
http://dx.doi.org/10.1016/j.visres.2009.08.012
http://www.ncbi.nlm.nih.gov/pubmed/19686771
http://dx.doi.org/10.1037/a0030776
http://www.ncbi.nlm.nih.gov/pubmed/23356779
http://www.ncbi.nlm.nih.gov/pubmed/11488378
http://dx.doi.org/10.1126/science.1233912
http://www.ncbi.nlm.nih.gov/pubmed/23559254
http://www.ncbi.nlm.nih.gov/pubmed/5416868
http://dx.doi.org/10.1016/j.neuron.2014.01.020
http://dx.doi.org/10.1016/j.neuron.2014.01.020
http://www.ncbi.nlm.nih.gov/pubmed/24656259
http://www.ncbi.nlm.nih.gov/pubmed/17600525

B PLOS | Suryanonat

Non-monotonic Temporal-Weighting

12

13.
14.

15.

16.

17.

18.

19.

20.

21,

22,

23.

24,

25.

26.

27.
28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.
39.

Hertwig R, Erev |. The description—experience gap in risky choice. Trends in cognitive sciences. 2009;
13(12):517-23. doi: 10.1016/}.tics.2009.09.004 PMID: 19836292

Anderson NH. Foundations of information integration theory. 1981.

Gold JI, Shadlen MN. Neural computations that underlie decisions about sensory stimuli. Trends in cog-
nitive sciences. 2001; 5(1):10-6. PMID: 11164731

Bogacz R, Brown E, Moehlis J, Holmes P, Cohen JD. The physics of optimal decision making: a formal
analysis of models of performance in two-alternative forced-choice tasks. Psychological review. 2006;
113(4):700. PMID: 17014301

Ludwig CJ, Davies JR. Estimating the growth of internal evidence guiding perceptual decisions. Cogni-
tive psychology. 2011; 63(2):61-92. doi: 10.1016/j.cogpsych.2011.05.002 PMID: 21699877

Kiani R, Hanks TD, Shadlen MN. Bounded integration in parietal cortex underlies decisions even when
viewing duration is dictated by the environment. The Journal of Neuroscience. 2008; 28(12):3017-29.
doi: 10.1523/JNEUROSCI.4761-07.2008 PMID: 18354005

Tsetsos K, Gao J, McClelland JL, Usher M. Using time-varying evidence to test models of decision dynam-
ics: bounded diffusion vs. the leaky competing accumulator model. Frontiers in neuroscience. 2012; 6.
Ratcliff R, McKoon G. The diffusion decision model: theory and data for two-choice decision tasks. Neu-
ral computation. 2008; 20(4):873-922. PMID: 18085991

Tsetsos K, Usher M, McClelland JL. Testing multi-alternative decision models with non-stationary evi-
dence. Frontiers in neuroscience. 2011; 5.

Ossmy O, Moran R, Pfeffer T, Tsetsos K, Usher M, Donner TH. The timescale of perceptual evidence
integration can be adapted to the environment. Current biology: CB. 2013; 23(11):981-6. doi: 10.1016/
j.cub.2013.04.039 PMID: 23684972

Gorea A, Tyler CW. New look at Bloch’s law for contrast. JOSA A. 1986; 3(1):52—61.

Smith PL. Bloch's law predictions from diffusion process models of detection. Australian Journal of Psy-
chology. 1998; 50(3):139—47.

Uchida N, Kepecs A, Mainen ZF. Seeing at a glance, smelling in a whiff: rapid forms of perceptual deci-
sion making. Nature Reviews Neuroscience. 2006; 7(6):485-91. PMID: 16715056

Ludwig CJ, Gilchrist ID, McSorley E, Baddeley RJ. The temporal impulse response underlying saccadic
decisions. The Journal of neuroscience. 2005; 25(43):9907—12. PMID: 16251438

Teodorescu K, Erev I. On the Decision to Explore New Alternatives: The Coexistence of Under-and
Over-exploration. Journal of Behavioral Decision Making. 2014; 27(2):109-23.

Nevo |, Erev |. On surprise, change, and the effect of recent outcomes. Frontiers in psychology. 2012; 3.
Bronfman ZZ, Brezis N, Moran R, Tsetsos K, Donner T, Usher M, editors. Decisions reduce sensitivity
to subsequent information. Proc R Soc B; 2015: The Royal Society.

Brezis N, Bronfman ZZ, Usher M. Adaptive Spontaneous Transitions between Two Mechanisms of
Numerical Averaging. Scientific reports. 2015.

Hawkins GE, Forstmann BU, Wagenmakers E-J, Ratcliff R, Brown SD. Revisiting the Evidence for Col-
lapsing Boundaries and Urgency Signals in Perceptual Decision-Making. The Journal of Neuroscience.
2015; 35(6):2476-84. doi: 10.1523/JNEUROSCI.2410-14.2015 PMID: 25673842

Mazurek ME, Roitman JD, Ditterich J, Shadlen MN. A role for neural integrators in perceptual decision
making. Cerebral cortex. 2003; 13(11):1257-69. PMID: 14576217

Zhang J, Bogacz R. Bounded Ornstein—Uhlenbeck models for two-choice time controlled tasks. Journal
of Mathematical Psychology. 2010; 54(3):322—-33.

Kiani R, Corthell L, Shadlen MN. Choice Certainty Is Informed by Both Evidence and Decision Time.
Neuron. 2014; 84(6):1329—42. doi: 10.1016/j.neuron.2014.12.015 PMID: 25521381

Verdonck S, Tuerlinckx F. The Ising Decision Maker: A binary stochastic network for choice response
time. Psychological review. 2014; 121(3):422. doi: 10.1037/a0037012 PMID: 25090426

Deco G, Rolls ET, Romo R. Stochastic dynamics as a principle of brain function. Progress in neurobiol-
ogy. 2009; 88(1):1-16. doi: 10.1016/j.pneurobio.2009.01.006 PMID: 19428958

Wang X-J. Probabilistic decision making by slow reverberation in cortical circuits. Neuron. 2002; 36
(5):955-68. PMID: 12467598

Zhou X, Wong-Lin K, Philip H. Time-varying perturbations can distinguish among integrate-to-threshold
models for perceptual decision making in reaction time tasks. Neural computation. 2009; 21(8):2336—
62. doi: 10.1162/neco.2009.07-08-817 PMID: 19416080

Watson AB. Probability summation over time. Vision research. 1979; 19(5):515-22. PMID: 483579

Cousineau D. Confidence intervals in within-subject designs: A simpler solution to Loftus and Masson’s
method. Tutorials in Quantitative Methods for Psychology. 2005; 1(1):42-5.

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 20/21


http://dx.doi.org/10.1016/j.tics.2009.09.004
http://www.ncbi.nlm.nih.gov/pubmed/19836292
http://www.ncbi.nlm.nih.gov/pubmed/11164731
http://www.ncbi.nlm.nih.gov/pubmed/17014301
http://dx.doi.org/10.1016/j.cogpsych.2011.05.002
http://www.ncbi.nlm.nih.gov/pubmed/21699877
http://dx.doi.org/10.1523/JNEUROSCI.4761-07.2008
http://www.ncbi.nlm.nih.gov/pubmed/18354005
http://www.ncbi.nlm.nih.gov/pubmed/18085991
http://dx.doi.org/10.1016/j.cub.2013.04.039
http://dx.doi.org/10.1016/j.cub.2013.04.039
http://www.ncbi.nlm.nih.gov/pubmed/23684972
http://www.ncbi.nlm.nih.gov/pubmed/16715056
http://www.ncbi.nlm.nih.gov/pubmed/16251438
http://dx.doi.org/10.1523/JNEUROSCI.2410-14.2015
http://www.ncbi.nlm.nih.gov/pubmed/25673842
http://www.ncbi.nlm.nih.gov/pubmed/14576217
http://dx.doi.org/10.1016/j.neuron.2014.12.015
http://www.ncbi.nlm.nih.gov/pubmed/25521381
http://dx.doi.org/10.1037/a0037012
http://www.ncbi.nlm.nih.gov/pubmed/25090426
http://dx.doi.org/10.1016/j.pneurobio.2009.01.006
http://www.ncbi.nlm.nih.gov/pubmed/19428958
http://www.ncbi.nlm.nih.gov/pubmed/12467598
http://dx.doi.org/10.1162/neco.2009.07-08-817
http://www.ncbi.nlm.nih.gov/pubmed/19416080
http://www.ncbi.nlm.nih.gov/pubmed/483579

B PLOS | Suryanonat

Non-monotonic Temporal-Weighting

40.

4.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.
65.

Bogacz R, Usher M, Zhang J, McClelland JL. Extending a biologically inspired model of choice: multi-
alternatives, nonlinearity and value-based multidimensional choice. Philosophical Transactions of the
Royal Society B: Biological Sciences. 2007; 362(1485):1655-70.

Ahn WY, Busemeyer JR, Wagenmakers EJ, Stout JC. Comparison of decision learning models using
the generalization criterion method. Cognitive Science. 2008; 32(8):1376—402. doi: 10.1080/
03640210802352992 PMID: 21585458

Busemeyer JR, Wang Y-M. Model comparisons and model selections based on generalization criterion
methodology. Journal of Mathematical Psychology. 2000; 44(1):171-89. PMID: 10733863

Smith PL, Ratcliff R. Psychology and neurobiology of simple decisions. Trends in neurosciences. 2004;
27(3):161-8. PMID: 15036882

Pitz GF, Downing L, Reinhold H. Sequential effects in the revision of subjective probabilities. Canadian
Journal of Psychology/Revue canadienne de psychologie. 1967; 21(5):381.

Peterson CR, DuCharme WM. A primacy effect in subjective probability revision. Journal of Experimen-
tal Psychology. 1967; 73(1):61. PMID: 6031669

Cisek P, Puskas GA, EI-Murr S. Decisions in changing conditions: the urgency-gating model. The Journal
of Neuroscience. 2009; 29(37):11560-71. doi: 10.1523/JNEUROSCI.1844-09.2009 PMID: 19759303

Thura D, Beauregard-Racine J, Fradet C-W, Cisek P. Decision making by urgency gating: theory and
experimental support. Journal of neurophysiology. 2012; 108(11):2912-30. doi: 10.1152/jn.01071.
2011 PMID: 22993260

Smith PL. Psychophysically principled models of visual simple reaction time. Psychological review.
1995; 102(3):567.

Watson AB. Temporal sensitivity. Handbook of perception and human performance. 1986; 1:6—1.
Tsetsos K, Chater N, Usher M. Salience driven value integration explains decision biases and prefer-

ence reversal. Proceedings of the National Academy of Sciences of the United States of America.
2012; 109(24):9659-64. doi: 10.1073/pnas.1119569109 PMID: 22635271

Ratcliff R, Smith PL. A comparison of sequential sampling models for two-choice reaction time. Psycho-
logical review. 2004; 111(2):333. PMID: 15065913

Resulaj A, Kiani R, Wolpert DM, Shadlen MN. Changes of mind in decision-making. Nature. 2009; 461
(7261):263-6. doi: 10.1038/nature08275 PMID: 19693010

Atkinson RC, Shiffrin RM. Human memory: A proposed system and its control processes. Psychology
of learning and motivation. 1968; 2:89-195.

Davelaar EJ, Goshen-Gottstein Y, Ashkenazi A, Haarmann HJ, Usher M. The demise of short-term
memory revisited: empirical and computational investigations of recency effects. Psychological Review.
2005; 112(1):3. PMID: 15631586

Herrmann M, Ruppin E, Usher M. A neural model of the dynamic activation of memory. Biological
cybernetics. 1993; 68(5):455-63. PMID: 8476986

Tsodyks MV, Markram H. The neural code between neocortical pyramidal neurons depends on neuro-
transmitter release probability. Proceedings of the National Academy of Sciences. 1997; 94(2):719-23.

Fuhrmann G, Markram H, Tsodyks M. Spike frequency adaptation and neocortical rhythms. Journal of
neurophysiology. 2002; 88(2):761-70. PMID: 12163528

Horn D., and Usher Marius. Parallel activation of memories in an oscillatory neural network. Neural
computation 3, no. 1(1991): 31-43.

Maffei L, Fiorentini A, Bisti S. Neural correlate of perceptual adaptation to gratings. Science. 1973; 182
(4116):1036—-8. PMID: 4748674

Carandini M. Visual cortex: Fatigue and adaptation. Current Biology. 2000; 10(16):R605—-R7. PMID:
10985379

Brown SD, Heathcote A. The simplest complete model of choice response time: linear ballistic accumula-
tion. Cognitive psychology. 2008; 57(3):153-78. doi: 10.1016/j.cogpsych.2007.12.002 PMID: 18243170

Hasselmo ME, McGaughy J. High acetylcholine levels set circuit dynamics for attention and encoding
and low acetylcholine levels set dynamics for consolidation. Progress in brain research. 2004;
145:207-31. PMID: 14650918

De Gardelle V, Summerfield C. Robust averaging during perceptual judgment. Proceedings of the
National Academy of Sciences. 2011; 108(32):13341-6.

Beach LR, Swenson RG. Intuitive estimation of means. Psychonomic Science. 1966; 5(4):161-2.

Pennington N, Hastie R. Explanation-based decision making: Effects of memory structure on judgment.
Journal of Experimental Psychology: Learning, Memory, and Cognition. 1988; 14(3):521.

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004667 February 11,2016 21/21


http://dx.doi.org/10.1080/03640210802352992
http://dx.doi.org/10.1080/03640210802352992
http://www.ncbi.nlm.nih.gov/pubmed/21585458
http://www.ncbi.nlm.nih.gov/pubmed/10733863
http://www.ncbi.nlm.nih.gov/pubmed/15036882
http://www.ncbi.nlm.nih.gov/pubmed/6031669
http://dx.doi.org/10.1523/JNEUROSCI.1844-09.2009
http://www.ncbi.nlm.nih.gov/pubmed/19759303
http://dx.doi.org/10.1152/jn.01071.2011
http://dx.doi.org/10.1152/jn.01071.2011
http://www.ncbi.nlm.nih.gov/pubmed/22993260
http://dx.doi.org/10.1073/pnas.1119569109
http://www.ncbi.nlm.nih.gov/pubmed/22635271
http://www.ncbi.nlm.nih.gov/pubmed/15065913
http://dx.doi.org/10.1038/nature08275
http://www.ncbi.nlm.nih.gov/pubmed/19693010
http://www.ncbi.nlm.nih.gov/pubmed/15631586
http://www.ncbi.nlm.nih.gov/pubmed/8476986
http://www.ncbi.nlm.nih.gov/pubmed/12163528
http://www.ncbi.nlm.nih.gov/pubmed/4748674
http://www.ncbi.nlm.nih.gov/pubmed/10985379
http://dx.doi.org/10.1016/j.cogpsych.2007.12.002
http://www.ncbi.nlm.nih.gov/pubmed/18243170
http://www.ncbi.nlm.nih.gov/pubmed/14650918

