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Theoretical views on memory organizationare divided
about the existence and the nature of short-term memory
(STM). Although some theorists have proposed that a
single unified system can account for the data associated
with both STM and long-term memory (LTM; Crowder,
1993; Howard & Kahana, 1999; Lewandowsky & Mur-
dock, 1989), most of the models developed to explain the
data on immediate memory rely on distinctive STM (or
primary memory) and LTM (or secondary memory) pro-
cesses (Atkinson & Shiffrin, 1968; Baddeley, 1986; Bur-
gess & Hitch, 1999; Cowan, 1999; Hulme, Roodenrys,
Schweickert,Brown, & Gordon, 1997;Nairne, 1990;Raaij-
makers & Shiffrin, 1981; Schweickert, 1993). Within this
framework, two aspects of verbal STM have generated a
strong debate. The first one involves the code for infor-
mation in verbal STM (phonological or semantic), and
the second involves the nature of its capacity limitation
(decay vs. displacement from a limited item store). These
two aspects of STM are the main target of the present work.
In particular, we present data and a computational model
that support the existence of a limited-capacity STM sys-
tem (Cowan, 2001) with lexical/semantic representations.

Robust phonological effects in STM (e.g., Baddeley,
1966; Conrad, 1965) and weaker semantic effects that
are also present and of equal size (or larger) in delayed
recall tasks (Baddeley& Ecob, 1970;Craik & Levy, 1970;
Glanzer & Schwartz, 1971; Levy & Baddeley, 1971)
have motivated the view that the information in STM is
exclusively phonological and that all semantic effects in
STM are mediated by LTM contributions. This view is
best summarized in a review by Alan Baddeley: “all
cases in which semantic factors have been shown to af-
fect primary memory are attributable to the subject’s uti-
lization of retrieval rules, that is, techniques and strate-
gies stored in secondary memory but that facilitate the
retrieval of phonemically coded information from pri-
mary memory” (Baddeley, 1972, p. 379; a similar view
is presented by Crowder, 1979; see however, Shulman,
1970, 1972, and Raser, 1972, for a strong challenge to it
and Baddeley,2000, for a more recent and broader view).
The assumption of exclusive phonological STM traces
was then included in many influential STM models, such
as Baddeley’s (1986) model of working memory, the net-
work model of the phonological loop (Burgess & Hitch,
1999), and the redintegration model (Hulme et al., 1997;
Schweickert, 1993).Other models, such as TODAM (Mur-
dock, 1982) and the feature model (Nairne, 1990), use
representations that, in principle, may include semantic
features. However, since in these models, semantic sim-
ilarity leads to a deterioration in performance (owing to
interference), they cannot account for semantic effects in
STM, which are facilitatory with regards to item (but not
order) information (Poirier & Saint-Aubin, 1995; Saint-
Aubin & Poirier, 1999).

In the recent literature, two types of explanations for
semantic effects in STM seem to be available. Among
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the models discussed above, the redintegration model
was proposed to provide an explanation for the enhance-
ment of item information by semantic relations in STM
(Saint-Aubin & Poirier, 1999; Stuart & Hulme, 2000).
According to this, semantic effects are due solely to the
use of retrieval cues that act on the reconstruction of de-
caying phonological traces in STM. Alternatively, it has
been proposed by Martin and collaborators (R. C. Martin
& Romani, 1994; R. C. Martin, Shelton, & Yafee, 1994;
Romani & Martin, 1999), on the basis of cognitive and
neuropsychological dissociations, that semantic traces
are actually being maintained within a component of the
STM system associated with the prefrontal cortex.This
system may rely on activated representations, as has
been indicated by recent neuroimaging studies (Crosson
et al., 1999), and is consistent with models such as SAM
(Raaijmakers & Shiffrin, 1981) and spreading activation
models, which view STM as the activated components
of LTM (Anderson, 1983; see also N. Martin, Saffran, &
Dell, 1996) but which have not yet accounted for se-
mantic effects in STM. Here, we report a semantic effect
in STM, that is strongly reduced when recall is delayed
after a distractor task, therefore leading us to reject an
explanation on the basis of an episodic LTM contribu-
tion to the STM (Baddeley, 1972). The data are explained,
however, with a computational model that is similar to
the STM store in SAM (in showing displacement-type
forgetting) but which views STM as activated LTM rep-
resentations in the prefrontal cortex (Usher & Cohen,
1999). To distinguish between this model and models
based on redintegration theories (which assume decay-
based forgetting), we also examine data related to STM
capacity limitations (by contrasting decay vs. displace-

ment). These two types of data provide strong constraints
for models that address the retention of item information
in STM.1

In the next section, the model is briefly introduced, fo-
cusing on two predictions: (1) semantic effects in STM that
are not due to episodic LTM contributions and (2) a ca-
pacity limitation that results in an interaction between
serial position and memory load. These predictions are
then tested in Experiments 1 and 2.

Computational Model
In a previous article, we presented a neurocomputa-

tional model based on a limited-capacity STM store
(thought to be related to the prefrontal cortex) consisting
of activated LTM representations (Usher & Cohen,
1999). The model was shown to explain various data pat-
terns in immediate recall of item information, such as ef-
fects of load in the Brown–Peterson task and effects of
presentation rate in cued recall (Waugh & Norman, 1965).
The model, as will be described below, is minimal in its
complexity,2 trying to target specifically the capacity-
limited STM component that can be observed when the
effects of phonologicalrehearsal and higher level chunk-
ing are prevented (Cowan, 2001) and when episodic
LTM learning is factored out (Waugh & Norman, 1965).

In the model, conceptual item representations (e.g.,
words in the lexicon) correspond to cell assemblies con-
nected by loops of recurrent self-excitation and compet-
ing via lateral inhibition (Figure 1A), whereas semantic
associations correspond to weak excitatory links be-
tween the representations. The system is activated by
bottom-up input from distributed representations in the
posterior system, and its STM property is due to the self-

Figure 1. (A) Model description. Items in the capacity-limited short-term memory system, associated with the pre-
frontal cortex (PFC), are represented by cell assemblies, shown as circles. Horizontal arrows with minus signs indicate
lateral inhibition among cell assemblies. The circles with plus signs on top of the cell assemblies indicate recurrent self-
excitation. Each cell assembly receives bottom-up input from distributed representations in the posterior system, shown
as partially overlapping circles. (B) Activation trajectories for a sequential presentation of six items, showing retention
of four items and displacement of two items.
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excitation loops that enable the item representations to
remain in a state of activation after the offset of the sen-
sory stimulation. This is observed in neurophysiological
recordings from the prefrontal cortex (Funahashi, Chafee,
& Goldman-Rakic, 1993;E. K. Miller, Erickson, & Desi-
mone, 1996). Note that although the cell assemblies are
part of the LTM structure, their activationmediates STM
behavior. The competition mediated by lateral inhibition
prevents an uncontrolled spread of activation in the sys-
tem and leads to capacity limitations; when the capacity
is exceeded one of the representations is deactivated.
This is illustrated in Figure 1B, which shows the activa-
tion of the item representations in response to sequential
input corresponding to a sequence of six words in a
memory test. Although each representation is activated
for only 400 iteration steps, its activity persists beyond
the input termination. As more representations get acti-
vated, however, the activationsdecrease, owing to the lat-
eral competition, until some of the representations are
deactivated (the first two in this illustration). Also, as is
shown in Figure 1B, when first activated, each represen-
tation reaches a level of activationhigher than that of the
previously activated representations. This is due to the
fact that it benefits from sensory input (in addition to re-
current feedback, as the other representations do). Thus,
when the capacity of the system is exceeded, earlier
items are more likely to be deactivated (Figure 1B) than
later items, whose activations are slightly higher. More-
over, since early items have more opportunity to be dis-
placed (each time that a new item is activated), one ob-
tains a recency effect.

Serial position curves are obtained by checking which
units remain active at the end of a list trial and by aver-
aging over 500 simulation trials. It is assumed that acti-
vated units in the system are subject to conscious aware-
ness and can be directly reported. Examples of serial
position curves are shown in Figures 3–4, demonstrating
a recency effect. The model parameters and technical de-
tails are presented in the Appendix. We should note
again that the model does not predict order information,
which we assume to be mediated by another STM system
(R. C. Martin & Romani, 1994; Romani & Martin, 1999;
Warrington & Shallice, 1969).

Semantic Effects
The effects of semantic relations between retention

items on recall can be tested in relation to an experiment
performed by Glanzer (1969). In that experiment, lists
of 14 words, consisting of seven pairs of semantically
weak associates, were presented for immediate recall. The
separation (i.e., number of intervening words) between
the associates in the list was manipulated, and a contin-
uous improvement in recall with increased proximity be-
tween the associates was obtained. The model’s predic-
tion is shown in Figure 2, replicating the semantic
proximity effect: The number of words retained increases
with proximity (in a range of 3–4 items). In the model,
the effect takes place because, when associated items are
proximal, they are more likely to coexist in an active state.

Coactive associated items support each other via the se-
mantic links that cancel some of the mutual competition,
increasing the effective capacity. Serial position effects
from this simulation are reported in the next section, to-
gether with experimental results.

Capacity Limitation Effects
The model’s displacement-type capacity limitation

generates an interaction between memory load (i.e.,
number of items in the retention list) and serial position.
In particular, the model predicts that increasing the mem-
ory load (e.g., from four to six items) will result in steeper
recency functions, affecting item retention more nega-
tively at the early than at the late serial positions (see Fig-
ure 3). In the model, this is due to the displacement type
of capacity limitation. With higher load, the earlier items
have a higher chance to be displaced from the active
memory system, relative to recent items that are less af-
fected (as is illustrated in Figure 1B). This prediction
distinguishes competition-based capacity-limited mod-
els (where items are probabilistically replaced) from
decay-basedmodels (Burgess & Hitch, 1999;Hulme et al.,
1997; Schweickert, 1993) or retroactive interference (RI)
models (Nairne, 1990), in which recall performance is
predicted to depend mainly on the distance (temporal for
decay theory, or as number of intervening items in RI
theories) between the probed item and the recall cue (but
not on items before the probed item). This prediction is
tested in Experiment 2, using category cued recall.

EXPERIMENT 1

Glanzer (1969) has proposed two nonexclusive hy-
potheses to explain semantic-separation effects in his ex-
periment. The first one is consistent with our model:
Associates support each other in STM. The second hy-
pothesis is that the effect is due to more effective trans-
fer to LTM. In this case, at retrieval the improved reten-
tion is due to a contributionfrom episodicLTM, consistent
with the theories discussed earlier (Baddeley, 1972;
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Figure 2. Semantic separation effects in the model. The num-
ber of words recalled decreases with the separation (i.e., number
of intervening words) between associate pairs, toward a perfor-
mance value that corresponds to unrelated words.
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Crowder, 1979). The idea is that some information that
was not retained in STM may have been transferred to
episodic LTM and retrieved from there. At recall, a sub-
ject may rely on two distinct processes, which can suc-

ceed or fail independently(Baddeley, 1968, 1970; Waugh
& Norman, 1965) in the retrieving of information: (1) a
direct read-out from STM and (2) a retrieval attempt
from episodic LTM.3

To demonstrate a direct contributionof coactive reten-
tion of semantic associates in STM, we ran a free recall
experiment similar to that of Glanzer (1969), in which the
associates can be either adjacent (separation-0 condition)
or separated by f ive intervening words (separation-5
condition). In addition, the recall task was varied or-
thogonally—namely, immediate recall versus delayed re-
call with an interpolated distractor task (using sentence
comprehension). Since distractor tasks are expected to
empty the contents of verbal STM (Brown, 1958; Glanzer
& Cunitz, 1967; Peterson & Peterson, 1959), we can es-
timate the LTM component to the recall on the basis of
the performance in the delay task and use this to esti-
mate the STM component (Baddeley, 1970; Glanzer &
Schwartz, 1971; Levy & Baddeley, 1971; Waugh & Nor-
man, 1965). If a semantic STM system exists, there should
be a larger STM component in the separation-0 condi-
tion than in the separation-5 conditionafter factoring out
the LTM component to recall, estimated on the basis of
the delayed performance. Previous free recall studies,
using this decomposition method, have not been suc-
cessful in obtaining a semantic STM component. Those
studies have typically reported equal or larger semantic
effects in delayed recall than in immediate recall (or
equal STM components in semantically related vs. unre-
lated conditions), leading to the conclusion that seman-
tic effects reside solely in LTM (Baddeley, 1972; Craik
& Levy, 1970; Glanzer & Schwartz, 1971; Levy & Bad-
deley, 1971). The estimation of the STM and LTM com-
ponents has not been performed for the semantic-sepa-
ration effect reported in the study of Glanzer. Neither has
it been reported whether the semantic-separation effect
can prevail across a distractor interval that is effective
enough to wipe out the recency effect.

Method
Subjects and Design . Sixteen undergraduate students, who

were native speakers of English, participated either for extra course
credit or for a $7 payment. The experiment conformed to a 2 (sep-
aration, separation-0 or separation-5) 3 2 (delay, immediate recall
or delayed recall) within-subjects design.

Materials . We created a pool of 144 word pairs of semantic as-
sociates, using the same criteria as Glanzer (1969). In order to re-
duce guessing strategies, semantic associates were weak. In partic-
ular, each second word was given as a response to the first word by
fewer than 3% of the subjects in the association norm group (e.g.,
scissors– steel; Palermo & Jenkins, 1964). From the pool of 144
word pairs, we created four lists of six trial sequences of 6 word
pairs each. Assignment of a word pair to a list was without re-
placement, and across lists f irst words and second words were
matched for word frequency, number of letters, number of sylla-
bles, and abstractness. There were two versions per list, corre-
sponding to the two separation conditions. In the separation-0 con-
dition, the two words in each of the 6 word pairs were immediately
adjacent, whereas in the separation-5 condition, they were sepa-
rated by five unrelated words (e.g., broader horizon king leader
comfort uneasy kittens fluffy get purchase eating lunch vs. broader
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Figure 3. Recency curves in free recall. (A) Raw data in Ex-
periment 1. Im, immediate; Del, delayed; symbols 0 and 5 corre-
spond to the separation condition. (B) Short-term memory
(STM) component estimated from the data. (C) STM mainte-
nance in the model (S-0 and S-5 correspond to the separation
conditions).
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king comfort kittens get eating horizon leader uneasy fluffy pur-
chase lunch). We also created 12 sentence pairs for the interpolated
distractor task in the delayed recall condition. Each pair consisted
of a stimulus sentence broken down into six separately presented
phrases and a verif ication statement (e.g., The lawyer / that at-
tended / the hearing / brought / the map / to the courtroom . An at-
torney was present at an investigation . True or False?). Half of the
verification statements were true, and half were false.

Procedure. Stimulus presentation was visual and computer con-
trolled. The events on a trial were as follows. The subjects silently
read a sequence of 12 words, which appeared at the center of the
display (1 word /sec). A recall cue (“?”) prompted the subjects to re-
port as many words as they could. In the immediate condition, the
recall cue appeared immediately after the offset of the last word,
whereas in delayed recall, a sentence verification task lasting about
10 sec was interspersed between the offset of the last word and the
onset of the recall cue. The subjects did not know at the start of a
trial whether the task would be immediate recall or delayed recall.

In the sentence verification task, the subjects had to silently read
a relative clause sentence, presented one phrase at a time at the cen-
ter of the display, followed by a verification statement, and to make
a true/false forced-choice response. The instructions stressed that
the subjects should aim for perfect accuracy on the sentence verifi-
cation task even if it interfered with their recall performance. Each
subject performed 6 trials per condition, for a total of 24 trials. As-
signment of the four lists of trial sequences to conditions was coun-
terbalanced, so that each unique word pair occurred in all four con-
ditions but was seen only once per subject.

Analysis: STM/LTM components. LTM and the STM contri-
butions to the recall were estimated by using the same method as
that in previous recall studies (Baddeley, 1970; Craik & Levy, 1970;
Glanzer & Schwartz, 1971; Levy & Baddeley, 1971). At every se-
rial position, it is assumed that P(IM) = P(STM) + [1 P(STM)]
P(LTM), where P(IM) is the recall probability in the immediate
condition, P(STM) and P(LTM) are the STM and LTM indepen-
dent contributions to it, and P(LTM) is estimated on the basis of the
delayed recall P(LTM) = P(delay). The STM contributions are ob-
tained from the raw recency data [P(IM) and P(delay)] and from
the formulas above. Since the model described does not include an
LTM learning component, the estimation of the STM component
from the data is helpful for the purpose of comparison with the pre-
diction of the model.

Results and Discussion
The serial position curves for the four conditions in

the experiment are reported in Figure 2A, showing that
the distractor interval was successful in totally eliminat-
ing recency effects. The serial position curves for the es-
timated STM component (obtained after factoring out
the episodic LTM contribution) are as predicted by the
model. There is a larger STM component (over the last
four serial positions) when the associates are successive
(54%) than when they are distant [31%; F(1,15) = 19.7,
MSe = 0.016, p < .001; Figure 3].4 The model suggests a
mechanism that generates the effect. Semantically re-
lated items that are adjacent are more likely to remain
coactive in the STM store and, thus, support one another
via excitatory links than are nonadjacent ones.

A comparison of the raw recall data in the immediate
and delayed recall conditions also indicates that the
semantic-separation effect resides in STM and does not
prevail in episodic LTM. In immediate recall, a clear se-
mantic effect (17%) is obtained for the recency items
[last 4 serial positions;F(1,15) = 26.95, MSe = 0.085, p <
.001], but not at earlier serial positions (F < 1), indicat-

ing an STM component (Waugh & Norman, 1965) and
explaining why the main effect of separation [F(1,15) =
16.95, MSe = 0.027, p < .001] was qualified by an inter-
action between serial positionand separation [F(11,165)=
2.31, MSe = 0.036, p = .012]. In the delayed condition,
the semantic-separation effect over the same recency se-
rial positions is much smaller (6%) and does not reach
significance [F(1,15) = 1.7, MSe = 0.015, p = .21]. This
pattern of results is supported by main effects of delay
[F(1,15) = 58.17, MSe = 0.024, p < .001] and separation
[F(1,15) = 12.03, MSe = 0.017, p < .01] and by an inter-
action between delay and separation at recency [F(1,15) =
7.36, MSe = 0.068, p = .016; Figure 2A]. No interaction
between semantic separation and delay is found for the
middle (F < 1) or primacy items (F < 1) at serial posi-
tions 4–8 and 1–3, confirming the model’s prediction of
a semantic-separation effect at recency.

Our immediate recall data replicate the effect reported
by Glanzer (1969), with one difference. Whereas we ob-
tained a separation effect only at recency, Glanzer found
a semantic-separation effect that did not interact with se-
rial position. Our findings also contrast with previous
studies, which obtained equal or larger semantic effects
in delayed recall and which did not obtain a semantic
STM component after factoring out LTM contributions
to retrieval (Baddeley, 1972;Craik & Levy, 1970;Glanzer
& Schwartz, 1971; Levy & Baddeley, 1971). Neverthe-
less, in the study of Glanzer and Schwartz, larger values
of STM components were reported in a semantically re-
lated versus unrelated condition for five out of six re-
cency positions; however, this difference did not reach
statistical significance. There may be a few reasons for
the different results. First, in our study, the words were
presented at a faster rate (of 1 sec/word),5 allowing less
time for elaborative processing that results in LTM stor-
age and, therefore, engaging the STM system to a larger
extent.6 Second, in our study, the delayed and immediate
conditions were randomized (and not blocked) so that
subjects could not prepare different strategies in advance
of the list presentation. Third, our distractor task was
more difficult (requiring difficult syntactic parsing, plus
semantic analysis and comparison of a stimulus sentence
and a verification statement), preventing a shallow/
automatic processing of the distractor material (as is in-
dicated by the full abolishment of recency effects).

The results are challenging for theories that assume
that information is retained in STM as an exclusively
phonological decaying trace (Baddeley, 1972, 1986).
According to such theories, one should predict equal
STM components in the adjacent and the separated con-
ditions (since they are phonologically equivalent), as
well as semantic effects that are preserved in magnitude
in delayed recall (since it is the encoding of information
in episodic LTM that is assumed to explain the semantic
effects). Neither of these predictions was confirmed by
our data. A more recent computational model of the
phonological loop (Burgess & Hitch, 1999) assumes that
STM information is encoded in decaying weights that
link item units with context and with phonological rep-
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resentations. That model can explain the reduction in
performance that is an effect of phonological similarity.
However, since item units (in the model) do not encode
associations, the model cannot explain the effects of se-
mantic similarity (which go in the opposite direction).
Moreover, adding links between semantically related
item units (as in our model) would not help, since a
major property of the model is the “winner take all” in-
hibition between item units (which, therefore, cannot
support each other).

One possible way by which a reconciliation of these
results with the basic statement that STM traces are ex-
clusively phonologicalmay be attempted is by relying on
a recent modification of the redintegration theory (Stu-
art & Hulme, 2000). According to this, “interitem asso-
ciations may create a mutually supportive network of
item nodes that makes a long-term memory representa-
tion of each candidate item more accessible at the point
of item retrieval” (Stuart & Hulme, 2000, p. 801). To un-
derstand this mechanism and the difference between it
and the model we propose (which also assumes a net-
work of supportive associations), it is important to make
some of its assumptions explicit. What distinguishes the
redintegration explanation from ours is that the associa-
tive support takes place only at retrieval and that the con-
tributor is the word previously retrieved (this assumption
is used by Stuart & Hulme, 2000, to account for the dif-
ference in recall between pure and alternating sequences
in their experiment). By contrast, we assume that in ad-
dition to retrieval support, associates also support each
other during retention. A number of considerations indi-
cate that this is a more likely explanation. First, whereas
our explanation predicts a gradual effect of proximity
between associates on recall (as was reported by Glanzer,
1969 and is illustrated in Figure 2), the redintegration
theory seems to predict a discontinuity, where only adja-
cent associates are facilitated relative to baseline.

Second, it is not clear why the advantage in retrieval
for semantic associates should depend at all on degraded
phonological traces. Presumably, the phonological in-
formation combines nonlinearly with the associative in-
formation to amplify the associative effect. However, it
is unclear (in the absence of a computational model) why
episodic contextual information (which exists for items
at primacy or in delayed recall) could not obtain a simi-
lar amplification of the semantic effect. We thought to
test the assumption that phonological traces mediate the
associative effect directly by replicating our free recall
experiment for the immediate condition under articula-
tory suppression (AS). Previous AS experiments have
demonstrated that AS interferes with the encoding of vi-
sually presented words into a phonological code. Again,
we found a proximity effect, an effect of serial position
showing recency, and an interaction between serial posi-
tion and proximity owing to an effect of proximity be-
tween associates at recency, but not at primacy,7 sug-
gesting that the effect is not wholly mediated by
phonological traces at retrieval. Third, the retrieval-only

assumption is contradicted by converging evidence from
probed recognition tasks (Raser, 1972; Shulman, 1970,
1972) where the retrieval is controlled. Of particular in-
terest is an experiment performed by Raser in which sub-
jects are presented (in some trials) with lists of 10 words,
followed by a probe that is either a synonym of a word in
the list (e.g., probe–NUDE for list word BARE) or a syn-
onym of a homophone of a word in the list (e.g., probe–
NUDE for list word BEAR) and the subjects are required to
decide whether the probe has the same meaning as one
of the list words. The subjects are able to make such a
memory discrimination at a level much higher than
chance, showing also a clear pattern of recency. This,
then, indicates that a semantic STM trace is being main-
tained, since a purely phonological one could not distin-
guish between the meanings of the homophones (BEAR

and BARE), whereas subjects do. Nevertheless, a more
complete exploration of semantic associative effects, in
which retrieval processes are controlled, may be needed
to fully confirm the mediation of semantic STM effects
by retention processes.

Finally, a strong assumption of the redintegration the-
ories (Schweickert, 1993) is that phonological traces in
STM decay in time. We now turn to a test of serial posi-
tion and load in item STM that can distinguish easily be-
tween theories based on decay versus displacement.

EXPERIMENT 2

The aim of Experiment 2 was to test the model’s pre-
diction of an interaction between memory load and ser-
ial position (in particular, that load has its largest effect
on the items at the earlier serial positions). Since we
were interested in item retention (and wanted to avoid
potentially confounding variables, such as output inter-
ference during recall), we used a cued-recall procedure
requiring the report of only one item per trial. For cued
recall, neither decay (Burgess & Hitch, 1999; Hulme
et al., 1997; Schweickert, 1993) nor RI (Lewandowsky &
Murdock, 1989; Nairne, 1990) models of STM predict
an interaction between memory load and serial position,
because the number of items preceding a word at a par-
ticular position (e.g., 4) affects neither the length of
the time interval nor the number of items between that
word and its cue.8 Moreover, since in the model that we
match to the data, units correspond to conceptual (lexi-
cal/semantic) representations, and in order to minimize
reliance on phonological strategies (which could rely on
a different memory system than the one addressed), we
used semantic category cues. A secondary aim of the ex-
periment was to test whether word length (WL, a vari-
able often associated with the temporal decay hypothe-
sis) affects performance in this task. In a previous study,
Avons, Wright, and Pammer (1994) demonstrated that,
indeed, WL effects are diminished in cued-recall tests
(as compared with serial order recall tests). In order to
minimize the contribution of episodic LTM retrieval, the
word material was presented with replacement from a
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fixed word pool. Repetition of words across trials gen-
erates proactive inhibition, which has been shown to af-
fect retrieval from LTM more than that from STM (Craik
& Birtwistle, 1971; Halford, Maybery, & Bain, 1988).

Method
Subjects and Design . We recruited 24 undergraduate students

with the same subject characteristics as those in Experiment 1. The
subjects were randomly assigned to one of two groups. One group
of subjects (n = 12) performed cued recall with sequences of four
words, and the second group (n = 12) with sequences of six words.
Each group received an equal number of trials with short words and
with long words.

Materials . The word material consisted of six semantic cate-
gories, with four words in each category. The short words were one
syllable long (e.g., grape, pear, lime, and peach for fruit), and the
long words were two, three, and four syllables long (e.g., banana ,
orange , apple, strawberry). Short and long words were matched for
frequency, concreteness, and imaginability. A pretest of these ma-
terials, using serial recall of four-word sequences, showed a highly
significant effect of word length (35% advantage for short words,
p < .001). From these materials, we created a list of 20 short- and
20 long-word trials for each subject group. Word length was
blocked, and the order of blocks was counterbalanced. Words were
selected with replacement, but the same word was not presented in
consecutive trials or in the same serial positions. Category cues
probed serial positions 4, 3, 2, 1 (from the end of the list)
in four-word lists and serial positions 5, 4, 2, and 1, in six-
word lists. There were 5 trials per serial position. The order of the
serial positions tested was randomized.

Procedure. Sequences of four or six words (each one from a dif-
ferent semantic category) were shown, using a computer-controlled
visual presentation, with a presentation rate of 1 word/sec. One sec-
ond after the last item in the sequence, a category cue appeared, and
the subjects were required to say the corresponding item in that
trial. An example of a four-word trial sequence with short words is
fan, car, lime, rat, FRUIT, and a corresponding example with long
words is radio, locomotive , strawberry , monkey, FRUIT. A category
cue appeared 1 sec after the last item in the sequence, and the sub-
jects were required to say the corresponding item in that trial.

Analysis. The percentage correctly recalled was analyzed in a
mixed factor by-subjects analysis of variance crossing the factors
memory load (four or six words), WL (short or long), and serial po-
sition ( 4, 2, 1). Memory load was between-subjects, whereas
both WL and serial position were within-subjects. Serial positions

4, 2, and 1 constituted identical probed positions (from the
end of the list) in four- and six-word sequences.

Results and Discussion
All reported results were collapsed across word-length,

which was not involved in any effects (F < 1). The results
were as predicted by the model (Figure 4A). As for the
model, the recency functions show that increasing the
load from four to six words affected the early serial po-
sitions more than it did the late ones (Figure 4B, lines la-
beled L4 and L6), as is reflected by main effects of mem-
ory load [F(1,22) = 22.04, MSe = 0.021, p < .001] and
serial position [F(2,44) = 34.47, MSe = 0.018, p < .001]
and an interaction between memory load and serial po-
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Figure 4. (A) Serial position curves in category cued recall for lists of four and six items (L4 and L6).
Error bars show standard errors. (B) Model predictions with the same parameters as for Figure 3C (see
the Appendix). An independent contribution of .47, corresponding to correct responses owing to guessing
and episodic long-term memory recall, is assumed in all the conditions.
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sition. [F(2,44) = 8.74, MSe = 0.018, p = .001]. The sta-
tistical test of the interaction was restricted to identical
probed serial positions in both memory load conditions
(i.e., 1, 2, 4 from the end of the list). The inter-
action between memory load and serial position re-
mained highly significant when the easiest (i.e., final)
serial position was removed from the analysis [F(1,22) =
8.13, MSe = 0.027, p = .01].

The cued-recall results are also consistent with other
models that postulate displacement type forgetting in a
limited-capacity store such as SAM (Raaijmakers &
Shiffrin, 1981; but see also Atkinson & Shiffrin, 1968;
Baddeley, 2000; Cowan, 1999; Waugh & Norman,
1965). The interaction between load and serial position
is less easily explained in STM models based on tempo-
ral decay (Burgess & Hitch, 1999; Hulme et al., 1997;
N. Martin et al., 1996; Schweickert, 1993) or on RI
(Nairne, 1990), because the load manipulation did not
affect the duration of or the number of words in the in-
terval between the tested word and the cue.9

A mechanism based on proactive interference (PI)
could predict a load effect but, by itself, not be sufficient
to explain the main effect of recency. Nevertheless, it is
possible that a more complex model combining PI and
RI could generate a load effect, a recency effect, and the
steeper recency effect with increased load, as obtained in
our experiment. However, there are several considera-
tions that argue against interference models of capacity
limitations in item STM (as opposed to displacement
models, as used here and in the SAM model; Raaijmak-
ers & Shiffrin, 1981). First, in Experiment 1, we ob-
tained improved recall for semantically similar adjacent
words, whereas interference models (both PI and RI)
predict that similarity of representations diminishes per-
formance. A related finding, the fact that the elimination
of recency by distractor activity during delay intervals
depends little on the similarity between the retention ma-
terial and the distractors (Brown, 1958; Glanzer, Gi-
anutsos, & Dubin, 1969), was used by Glanzer and col-
leagues to support displacement, rather than interference,
models for recency in free recall. Second, with regards to
PI, the manipulation is typically thought to generate in-
terference between items presented in different trials and
to accumulate across trials (Wickens, Moody, & Dow,
1981). Clearly, only a within-trial PI could be relevant
for load 3 serial position interactions. PI caused by in-
terfering items occurring in the same trial as the target
has never been reported for different-category items
such as we presented in our experiment. Moreover, to ob-
tain PI with same-category items (Tehan & Humphreys,
1998), an additional set of conditions,not satisfied in our
experiment, need to be met.10 Third, in immediate recall,
short, but not long, lists of items are immune from the
build-upof PI across lists of same-category items (Cowan,
2001; Halford et al., 1988; Wickens et al., 1981). When
long lists are used, recency, but not prerecency, items are
immune from PI (Craik & Birtwistle, 1971; Goshen-
Gottstein, Ashkenazi, & Usher, 2001). This suggests that
items in capacity-limited STM are protected from PI,

whereas items in LTM are not (Cowan, 2001; see also
Goshen-Gottstein et al., 2001, for a dissociation between
effects of PI on short-term and long-term recency).

Although some features in our cued-recall experi-
ments are similar to results reported in order cued recall
(Avons et al., 1994; Murdock, 1968), other features dif-
fer. A large WL effect was found in serial recall in the
pretest in our experiment and also by Avons et al. How-
ever, the WL effect was completely abolished in cued
recall in our experiment, whereas it was small but still
present in cued recall in the study by Avons et al. Fur-
thermore, the increase in the slope of the recency effect
with increased list length was obtained in both our ex-
periment and Murdock’s. However, a primacy effect was
present only in the latter study. These differences are ex-
pected if category cued recall engages phonological re-
hearsal strategies (contributing to WL and primacy ef-
fects) to a much lesser extent than does order cued recall,
suggesting that our task may be more suitable for study-
ing capacity limitations in item STM.

GENERAL DISCUSSION

The results of both Experiments 1 and 2 confirmed the
predictions of the model (Usher & Cohen, 1999). In Ex-
periment 1, there was a larger STM component at
recency items for adjacent word associates than for sep-
arated associates. In Experiment 2, increasing the reten-
tion load had a larger effect on early than on late serial
positions. The model we presented interprets these re-
sults in terms of a capacity-limited STM system in which
a small number of conceptual representations can be si-
multaneously active. This type of item-limited capacity
(sensitive to semantic structure) was one of the best-
known properties of earlier STM theory (Broadbent,
1975; G. A. Miller, 1956) but was somehow neglected
later on. Recently, this approach has been brought back
into the spotlight (Baddeley, 2000; Cowan, 2001; Potter,
1993). For example, Cowan (2001) provides a review of
literature demonstrating that when additional strategies
(such as rehearsal) are prevented, a capacity of about
3–4 items is a robust finding for many studies of STM,
consistent with our results (see Figure 2). The only al-
ternative explanation of the semantic proximity effect is
the revised redintegrationtheory (Stuart & Hulme, 2000).
We have discussed a number of objections to this expla-
nation. However, since the redintegration theory was
never used within a computational model to account for
the semantic effect, it is difficult to fully rule it out. Nev-
ertheless, the results of our second experiment conflict
with one of the basic assumptions of the redintegration
theory: the temporal decay of phonological traces.

The neurocomputational model we have presented is
consistentwith recent neuropsychologicalevidence,which
suggests the existence of separate phonological and se-
mantic components in STM (R. C. Martin & Romani,
1994; R. C. Martin et al., 1994). Our model suggests a
mechanism for how item information is maintained in
the capacity-limitedpart of the semanticSTM component.
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Preservation of this component explains why patients
with a phonological STM deficit, such as P.V. (Baddeley,
Papagno, & Vallar, 1988) and E.A. (R. C. Martin & Ro-
mani, 1994), have a problem with the formation of new
phonological, but not semantic, long-term memories
(Baddeley et al., 1988; Romani & Martin, 1999). This
supports the proposal of R. C. Martin and colleagues that
these dissociations, originally interpreted as rejecting the
dual-memory model (Atkinson & Shiffrin, 1968) for lack
of transfer from STM to LTM (Warrington & Shallice,
1969), may be better interpreted in terms of a dissocia-
tion between phonological and semantic processing.11

Our model is also consistent with traditional memory
models, such as SAM (Raaijmakers & Shiffrin, 1981),
which postulate an item-limited STM that maintains ac-
tivated conceptual LTM representations. This needs to
be distinguished from episodic LTM representations that
require specific encoding of links between the retention
events and the relevant context or list tags and that are
expected to rely on structural (weight) changes that
should be unaffected by short periods of distractor ac-
tivity. Interestingly, the activation-based STM provides a
very simple type of episodic information that may be
enough to distinguish items from the current trial (or list)
from items in previous trials, but not between items that
were encoded with regards to arbitrary lists. Especially
when the same items occur repeatedly in highly similar
contexts, as in our cued-recall experiment, activation-
based STM may provide a more reliable system for
maintaining a focus on recent and relevant information
than does episodic LTM, where similarity with less re-
cent items may produce interference. The system we de-
scribe may thus achieve the function of an episodic
buffer, as was recently proposed by Baddeley (2000).

The model also shares many properties with a series
of activation-based models that have been used in the
context of language comprehension (Haarmann, Just, &
Carpenter, 1997; Just & Carpenter, 1992), in mental arith-
metic (Anderson, Reder, & Lebiere, 1996), and in con-
textual disambiguation and control (Braver, Barch, &
Cohen, 1999; Cohen, Braver, & O’Reilly, 1996; Cohen &
Servan-Schreiber, 1992). For example, an important char-
acteristic of the models developed by Cohen and collab-
orators is that context information needs to be main-
tained in an active state (and across intervening items) in
order to be used in the control (or biasing) of information
processed later on. It is important to note that in order for
the context to facilitate information processing, it has to
be retained in a central type of representation (concep-
tual, and not phonological or orthographic).

The model we presented has a number of limitations.
First, it targets only a very specific STM component
and does not address various interactions between se-
mantic and phonological representations in memory
(Davelaar & Usher, 2001). Second, it does not address
the relation between STM retention and learning in
episodic memory. Future work is needed to address
these important characteristics of STM and to further

test the model’s predictions regarding the brain mecha-
nisms mediating immediate memory performance.
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NOTES

1.Since semantic manipulationsdo notaffect order information (Poirier
& Saint-Aubin,1995;Saint-Aubin& Poirier, 1999),we focushere onlyon
the STM for item information, using free- and cued-recall tasks.

2. The model contains five parameters, of which only one, the noise
level, was varied in order to explain data from the two experiments pre-
sented here. All the other parameters were fixed to the same values as
those in previous work (Usher & Cohen, 1999).

3. Note that assuming an independence between these two processes
does not require that the two systems did not interact prior to memory
retrieval. Similar assumptions are used in the multinomial model for
STM (Hulme et al., 1997; Schweickert, 1993).

4. The assumption that items can be maintained in STM indepen-
dently of whether they can be encoded and retrieved from LTM after the
delay task was supported by data in Baddeley (1968). However, even if
this assumption fails, the corresponding bias obtained in the STM esti-
mation is not likely to affect the results. One alternative and extreme as-
sumption could assume anticorrelation (an item is either in STM or in
LTM, but not in both). According to this, the STM measure is simply
the subtraction between the immediate and the delay condition (i.e., our
measure, but without the denominator). Estimation based on this dif-
ference measure still shows an effect of semantic proximity at recency
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[11% difference; F(1,15) = 7.36, MSe = 0.055, p = .016]. The opposite
assumption is positive correlation (items maintained in STM at the end
of trial are more likely to be also encoded in and retrieved from LTM).
In this case, the independence measure would underestimate the STM
component, so that the true STM component is even larger than what we
report. If we reported a null effect of the STM effect on the STM com-
ponent (as in articles cited), this assumption would need more careful
examination. Since our effect was significant, a positive correlation can
only further amplify it.

5. In Glanzer and Schwartz (1971), a presentation rate of 2.3
sec/word was used, whereas in Glanzer (1969), where two presentation
rates, of 1 and 3 sec/word, were used, the interaction between separa-
tion and serial position (which was statistically insignificant) was not
reported for the 1-sec presentation rate separately.

6. Also, the longer response interval in Glanzer’s (1969) study (90,
instead of 45 sec) may have encouraged his subjects to search LTM
more than did our subjects, possibly increasing the contributionof LTM
to the semantic-separation effect and explaining why it was equally pres-
ent at all serial positions.

7. Twelve subjects were tested. The design, materials, and procedure
were the same as those for the immediate recall condition in Experi-
ment 1, except that the subjects repeated the string “bla” out loud at a
rate of 3/sec during the presentation of the word sequence. The overall,
repeated measurements analysis of variance revealed a main effect of
proximity [F(1,11) = 6.39, MSe = 6.6, p = .028], an effect of serial po-
sition [F(11,121) = 5.49, MSe = 4.7, p < .001], showing recency, and an
interaction between serial position and proximity [F(11,121) = 2.99,
MSe = 8.9, p = .001]. Post hoc comparisons revealed an effect of prox-
imity between associates at recency [F(1,11) = 34.91, MSe = 3.5, p <
.001], but not at primacy (F < 1).

8. The situation is somehow more complex for the Lewandowsky
and Murdock (1989) model, where in addition to retroactive interfer-
ence, other factors, such as an explicit dependency of item encoding
strength on serial position, are assumed. This involves a more complex
set of assumptions than the model we presented, in which serial posi-
tion dependency is an emergent property of the model. Nevertheless, a
careful inspection of the data in Lewandowsky and Murdock (Figures 3
and 13) reveals that the model could not fully account for load 3 serial
position interactions.

9. A smaller interaction can be obtained in the decay model of
Burgess and Hitch (1999); for example, increasing the load from four
to six items results in a decrease in correct recognition from .91 to .83,
at the same serial position of four items from probe (N. Burgess, per-
sonal communication, December 15, 2000).

10. Using category cued recall, Tehan and Humphreys (1998) found
reliable within-trial PI for same-category items only when the interfer-
ing item was a much more typical member of the category than was the
target and was phonologicallyrelated to the target or other recent item(s).

11. Romani and Martin (1999) stressed that P.V.’s learning of new
words was, in fact, impaired and suggested that P.V.’s preserved ability
to learn associations between existing words could have been mediated
by an intact semantic STM, such as the one proposed in our model. Fur-
ther support for their proposal came from a doubledissociation observed
in two patients, E.A. (similar to P.V.) and A.B., who showed selective
phonologicaland semantic impairments, respectively, in both immediate
recall and long-term learning tasks (Romani & Martin, 1999). The as-
sociation between a semantic STM deficit and a semantic LTM learning
deficit (in particular, a failure to learn associations between existing
words) suggests an important cognitive function for semantic STM—
namely, the maintenance of word meanings for semantic binding.

APPENDIX
Model Equations and Parameters

In the model, each unit connects to itself by a recurrent excitatory connectionof strength a1, it sends exci-
tation of strength a2 to its associates, and it inhibits other units by weights of strength b. The dynamics be-
havior is determined by the following iterative stochastic equations (which correspond to the numeric solu-
tion of a differential equation), for each of the units (denoted by xi), which are updated in parallel (yi denotes
the semantic associate of xi):

(A1)

where l is the decay time constant (which is taken as .99, corresponding to Euler integration steps of .01),
F(x) = x�1+x is the activation function used,A1 Ii is the sensory input to each representation (which is set to zero
after the unit is activated), and noise is a Gaussian variable with a mean of 0 and SD = s. The only parameter
that was varied between the simulations of the two experiments is the noise level s, which was 3 and 1.5 in
the free- and cued-recall simulations, respectively (the larger value used in free recall is thought to reflect the
increased complexity of this process, especially the output interference, which does not exist in cued recall).
All other parameterswere fixed to the same values as those used in the previouslyreported simulations (Usher
& Cohen, 1999): a1 = 2, a2 = .10, b = .15, Ii = .33. Each input in the sequence is presented for 550 iterations
before being switched off and replaced by the next input. Each data point is obtained by averaging over 400
simulation trials.

NOTE

A1. This type of activation function has been recently proposed to provide a better description of synaptic transmission
in the computational neuroscience literature (Tsodyks, Pawelzik, & Markram, 1998).

(Manuscript received November 2, 1999;
revision accepted for publication October 30, 2000.)
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