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A fundamental computation underlying visual word recognition is the ability to transform

a set of letters into a visual word form. Neuropsychological data suggest that letter position

within a word may be independently affected by brain damage, resulting in a dissociable

subtype of peripheral dyslexia. Here we used functional magnetic resonance imaging and

supervised machine learning techniques to classify letter position based on activation

patterns evoked during reading Hebrew words. Across the entire brain, activity patterns in

the left intraparietal sulcus provided the best classification accuracy (80%) with respect to

letter position. Importantly, the same set of voxels that showed highest classification

performance of letter position using one letter-of-interest also showed highest classifica-

tion performance using a different letter-of-interest. A functional connectivity analysis

revealed that activity in these voxels co-varied with activity in the Visual Word Form Area,

confirming cross-talk between these regions during covert reading. The results converge

with reports of patients with acquired letter position dyslexia, who suffer from left

occipito-parietal lesions. These findings provide direct and novel evidence for the role of

left IPS within the reading network in processing relative letter positions.

© 2014 Elsevier Ltd. All rights reserved.
1. Introduction

The ability of the human visual system to conduct efficient

and successful orthographic analysis of written words is a

fundamental step in reading. Despite comprehensive

research, the functional and structural properties of the

neural mechanisms underlying successful visual word
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recognition are not yet fully elucidated. During the last two

decades, advances in neuroimaging measurements provided

consistent evidence that visual word processing relies on both

ventral and dorsal visual networks. Within the ventral

pathway, a series of regions including the Visual Word Form

Area (VWFA, located in the posterior occipitotemporal sulcus),

were found to respond robustly and consistently to written

word stimuli (Cohen et al., 2002; Price&Devlin, 2011;Wandell,
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Fig. 1 e (A) Experimental design: Four-letter words were presented in a pseudo-random manner. The figure shows example

stimuli from each of the 5 conditions (left to right: RB, RE, catch trial, SB, SE). (B) Classification analysis: For each voxel, we

used data from 125 neighboring voxels (5 voxels in each dimension) across 58 trials to train the classifier (Step 1). Next, we

used the remaining two trials to test the classifier's performance (Step 2) (‘leave-one-trial-out’).
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2011). Within the dorsal pathway, regions in the left and right

posterior intraparietal sulcus (IPS) and the adjacent

temporoparietal junction were found to be engaged during

reading tasks (Cohen, Dehaene, Vinckier, Jobert,&Montavont,

2008; Gabrieli, 2009; Reilhac, Peyrin, D�emonet, & Valdois,

2012).

Computational modeling (Gomez, Ratcliff, & Perea, 2008;

McClelland & Rumelhart, 1981), cognitive and
neuropsychological studies (Coltheart, 1981; Ellis, Flude, &

Young, 1987; Friedmann & Gvion, 2001; Rastle, 2007) argue

that encoding of letter position within words may be selec-

tively impaired. Other computational models, supported by

neuropsychological studies showing non selective letter-order

deficits, suggest that orthographic analysis units do not

contain precise information about letter position (Grainger &

Van Heuven, 2003; Katz & Sevush, 1989; Whitney, 2001).

http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002
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Several studies have established a causal role for the VWFA

in orthographic processing (Cohen et al., 2003; Dehaene, 2009;

Gaillard et al., 2006; Rauschecker et al., 2011, Rauschecker,

Bowen, Parvizi, & Wandell, 2012). The VWFA is argued to

respond to words as holistic constructs (Glezer, Jiang, &

Riesenhuber, 2009) suggesting that encoding of letter position

might be performed elsewhere. On the other hand, the VWFA

couldbe indirectly involved inencoding letterpositions, aspart

of a ventral cascade of areas that are sensitive to larger and

larger letter combinations (Dehaene, Cohen, Sigman, &

Vinckier, 2005; Thesen et al. 2012; Vinckier et al., 2007). We

hypothesized that dorsal parietal areas are natural candidates

for encoding letter positions. This hypothesis builds on their

well-documented involvement in spatial attention (Shafritz,

Gore, & Marois, 2002; Xu, 2007), as well as their known

involvement invisualwordprocessing, particularly of spatially

distorted words (Cohen et al., 2008; Vinckier et al., 2006).

Further support for this hypothesis is provided by evidence

from two documented patients who sustained left occipital-

parietal lesions, displaying acquired letter position dyslexia

(LPD) e a selective impairment in encoding letter positions

(Friedmann & Gvion, 2001).

Here, we used fMRImeasurements andmulti-voxel pattern

analysis (MVPA) techniques in a searchlight strategy to

examine which cortical regions provide the most information

about the position of a letter-of-interest within visually pre-

sented words. Using this data driven approach across the

entire brain, we show that the left intraparietal sulcus (L-IPS)

provides the best classification with respect to letter position,

regardless of letter identity. These findings provide clear

support for the hypothesis that letter position encoding in

word reading can be supported by activity patterns of

neuronal populations in the left parietal cortex.
Table 1 e Word exemplars used in the main experiment.

RB RE SB SE

הטקר רמלק לגרס ספדה

תבכר רגתא רטנס סרית

הלער רקפה אתבס סקנפ

ףיצר ריזח ףיעס סינט

יאמר רצעמ בלחס סלטא

List of words for each one of the conditions RB (Resh ’ר‘ in the

beginning of the word), RE (Resh in the end), SB (Samech ’ס‘ in the

beginning of the word) and SE (Samech in the end). Each word was

presented 6 times throughout the experiment, with repetitions

separated by at least 5 trials. The letter-of-interest was the only

common letter across all five words from the same condition and it

did not appear more than once within a single word.
2. Materials and methods

2.1. Subjects

Twelve healthy subjects (4 females, mean age: 27.8, range:

20e34 years) participated in this study after providing

informed consent. Subjects were native Hebrew speakers,

with normal or corrected-to-normal vision and no reported

cognitive deficits or structural brain abnormality. The protocol

was approved by the Ethics Committee of Tel-Aviv University

and the Helsinki committee at the Tel-Aviv Sourasky Medical

Center. Subjects were compensated for their time.

2.2. Stimuli and task

Subjects covertly read four-letter Hebrew words. The words

included one of two possible letters-of-interest (Resh: ’ר‘ or

Samech: ,(’ס‘ located at one of two positions (beginning or end;

Fig. 1A). We used 20 different nouns separated to 4 conditions

of five words, according to the letter-of-interest included in

theword and its positionwithin theword: Resh Beginning (RB)

e words that begin with the Hebrew letter Resh, 'ר' (i.e., 'ר' is
the rightmost letter of the words, see Fig. 1A); Resh End (RE) e

words that end with ;’ר‘ Samech Beginning (SB) e words that

begin with ;’ס‘ Samech End (SE) ewords that end with .’ס‘ The
word frequencies were balanced across letter position (RB:

mean ¼ 27.2, range ¼ 7e55; RE: mean ¼ 27.6, range ¼ 12e43;

SB: mean ¼ 93.4, range ¼ 58e159; SE: mean ¼ 96.4,

range ¼ 43e151; See Table 1 for all word exemplars). The

letter-of-interest was the only shared letter across the five

words from the same condition and it did not appear more

than once within a single word. Subjects were not told of the

existence or identity of letters-of-interest. Words were

rendered in white font “Gisha” (36 pt) within a gray rectan-

gular frame and centered such that 2 letters were placed on

each side of the fixation cross (viewing angle of 4.13�). In each

trial, a single word was presented for 2 sec followed by 10 sec

of fixation cross (Fig. 1A). Each word was presented 6 times

throughout the experiment, with repetitions separated by at

least 5 trials.

To keep subjects attentive, we also presented 20 different

four-letter words each incorporating one colored letter as

“catch trials”, to which subjects were instructed to respond by

pressing a button. These stimuli did not necessarily include

the letters of interest. Responses were collected using an MRI-

compatible response box and data from these trials were

discarded from further analysis.

All stimuli were presented using the COGENT toolbox

implemented in MATLAB 7.0.4 software (http://www.vislab.

ucl.ac.uk/cogent_2000.php). Stimuli were projected on a

tangent screen mounted in front of the subject's eyes in the

scanner and viewed through a tilted mirror. The experiment

included two consecutive runs, each consisting of 70 trials

composed of words from all conditions (15 trials for each

condition RB, RE, SB, SE and 10 catch trials) presented in

pseudo-random order. Each run started and ended with a

20 sec blank screen and lasted a total of 870 sec.

2.3. fMRI data acquisition

Blood oxygenation level dependent (BOLD) contrast was ob-

tained on a 3T General Electric scanner with an 8 channel

head coil located at the Tel-Aviv SouraskyMedical Center, Tel-

Aviv, Israel. An echo-planar imaging sequence was used to

obtain the functional data (26 contiguous ascending axial sli-

ces, 4 mm thickness, slice gaps ¼ 0; TR ¼ 2000 msec; flip

angle ¼ 90�; TE ¼ 30 msec; in-plane

resolution ¼ 1.72 � 1.72 mm; matrix size ¼ 128 � 128). In

addition, anatomical reference was obtained by T1-weighted

scan (voxel size ¼ 1 � 1 � 1 mm) for each subject.

http://www.vislab.ucl.ac.uk/cogent_2000.php
http://www.vislab.ucl.ac.uk/cogent_2000.php
http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002
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2.4. Preprocessing

All fMRI data were processed using the BrainVoyager QX

software (version 2.6, Brain Innovation, Maastricht,

Netherlands; http://www.brainvoyager.com). Prior to statis-

tical analysis, a preprocessing procedure was performed on

all functional images and included cubic spline slice-time

correction, trilinear 3D motion correction, and high-pass

filtering (above .006 Hz). Furthermore, we assessed head

movements and excluded scans with head movement

exceeding 2 mm. The 2D functional images were co-

registered to the anatomical images and the complete data-

set was transformed into the Talairach coordinate system for

multi-subject comparisons (Talairach et al., 1988).

2.5. Classification analysis

We checked whether there are brain regions with activity

patterns across voxels that are sensitive to the location of the

letter-of-interest within aword (e.g., regions inwhich the fMRI

signal can be used to determine whether, for example, ’ר‘ is

located at the beginning or the end of the Hebrewword ‘ בוחר ’).

To that end, we used two different approaches. First, we used

the general linear model (GLM; Frith et al., 1995). In this

approach, the time course of each voxel is modeled using

linear regressors that correspond to the presentation timing of

each letter position within the experimental run. Since GLM

relies on activation of single voxels, it is unable to account for

information that is encoded by spatial patterns of activity.

Therefore, we also employed multivariate decoding methods

in a whole brain searchlight strategy to discriminate evoked

spatial activation patterns of fMRI signal across multiple

voxels in the different experimental conditions (Hoeft et al.,

2011; Tong & Pratte, 2012). For each letter-of-interest, we

constructed a linear classifier to decode letter position. The

classifier was provided with labeled stimuli and correspond-

ing response patterns according to the position of the letter-

of-interest (beginning or end) collapsed across all 5 word ex-

emplars and 6 repetitions (total of 30 trials per position of a

given letter of interest; Fig. 1B).

We used a Matlab implementation of a support vector

machine (SVM) classifier (Chang & Lin, 2011; http://www.csie.

ntu.edu.tw/~cjlin/libsvm) to classify the position of the letter

of interest (beginning or end) for the two letters separately ’ר‘)

or ;’ס‘ i.e., discrimination of RB vs RE or SB vs SE respectively).

As input to the classifier, we took the signal amplitude at the

time point corresponding to 6 sec following word pre-

sentations (3rd TR). Signal amplitude was expressed as

percent signal change relative to baseline e defined as the

average signal at time points �4 sec to 0 sec relative to stim-

ulus onset. Thus, for each letter-of-interest, the time-course of

each voxel was reduced to two 1 � M vectors (one vector for

each letter position, containing data from M trials).

For each voxel in the brain, the following classification

procedure was implemented: First, data from this center-

voxel and 125 of its neighbors (defined by minimum

Euclidean distance) were extracted e resulting in a 125 � M

matrix of values for each condition. Next, we randomly chose

data from one trial from each condition to be used as test set

and the classifier was trained on the remaining two datasets
of M-1 trials. Following training, classification performance

was assessed on the test set (‘leave-one-trial-out’). The

average performance level across all 900 possible permuta-

tions (30 trials per condition) was assigned to the center voxel.

The entire procedure described above was then repeated

choosing a different center voxel in an exhaustive manner for

all voxels in the brain.

To verify the training and testing datasets are entirely in-

dependent, we also split the data to 4 independent datasets

and performed 4-fold cross validation estimation similar to

the analysis described above. In this analysis a single set was

retained for testing, and the remaining 3 were used for

training. This was repeated 4 timeswhere each of the datasets

was used once as the test set. Each dataset was analyzed and

preprocessed independently.

Additionally, to examine generalization across words, we

trained the classifier using only 4 exemplars from each con-

dition and tested it on the remaining word. This ‘leave-one-

exemplar-out’ classification verifies that the classifier is not

able to learn any property of the tested exemplar which

might otherwise appear in the training set. This was per-

formed for each letter-of-interest and classification perfor-

mance was averaged across all possible exemplar

permutations.

In order to assess statistical significance of classification

performance level, we first generated single-subject classifi-

cation maps using shuffled labels as input to the classifier.

This was performed by randomly splitting the pool of 10

words of a given letter-of-interest into two conditions

(beginning or end). The exemplars in each shuffled condition

(5 words� 6 trials¼ 30 data points for a certain letter position)

were used as the new dataset for classification. The total

number of permutations for each letter is thus 125:

X
Permutations

¼
hX

one word switch

i
þ
hX

two word switch

i

¼
h
5$5

i
þ
h�

5$4=2
�
$
�
5$4=2

�i
¼ 125

Where
P

one_word_switch indicates the number of options to

choose 1 word from each condition and switch.P
two_word_switch indicates the number of options to choose 2

words from each condition and switch. Since picking one set

of five out of ten is equivalent to picking its complement, the

equation needs to be divided by two. The threshold for sta-

tistical significance in each subject for a particular letter-of-

interest was assessed by taking the highest classification

level obtained in a single voxel across the entire brain across

all 125 shuffled classification maps. The number of shuffle-

labeled maps sets a bound on our significance level at

p ¼ 1/125 < .01. Voxels with classification performance higher

than the classification threshold were declared significant for

that particular letter-of-interest. In other words, the proba-

bility of obtaining a voxel or a cluster of voxels with higher

classification level in maps created using shuffle-labeled data

is less than .01.
2.6. Localizing cortical regions in the reading network

In order to map the network of brain regions involved in

reading, all subjects underwent an additional separate

http://www.brainvoyager.com
http://www.csie.ntu.edu.tw/%7Ecjlin/libsvm
http://www.csie.ntu.edu.tw/%7Ecjlin/libsvm
http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002


Fig. 2 e (A) Significant set of classifying voxels: Significant classifying voxels (p < .01) projected on the left hemisphere of

subject 10 in Talairach space. Each color denotes all significant classifying center-voxels from the entire brain of each

subject (along with its 125 neighbors that were used as input to the algorithm). (B) Performance results: Accuracy levels of

the classifiers for each letter-of-interest ’ר‘) and (’ס‘ in all significant voxels found in A. Overall, average classification

performance (RB/RE or SB/SE) across all 12 subjects and both letters, ’ר‘ and ,’ס‘ was 80.87% (STD ¼ 4.63).
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localizer run. We used 36 four-letter Hebrew nouns that were

rendered similarly to the main experiment. As a visual base-

line, we created a phase-scrambled stimulus for each one of

the words by computing 2-dimensional Fourier transform of

the word image, similar to Ben-Shachar, Dougherty, Deutsch,

& Wandell, 2007. The amount of noise (S) was set to .82 where

1 is full noise (Fig. 3A). This level of noise does not allow for

word recognition, but maintains the same spatial frequency

content of the original stimuli.

The word stimuli were presented in a block design with

two conditions eWord or Scrambled. Each block lasted 12 sec

in which six different stimuli were presented (2 sec each).

Experimental conditions were followed by fixation blocks of
the same length (gray background with þ sign, Gisha font size

36 pt, bold). Block types were ordered randomly with

maximum 3 consecutive blocks of the same type. Subjects

were engaged in passive reading.

Reading areas were defined for individual subjects using a

GLM, contrasting the Word condition against the Scrambled

condition. The resulting maps were corrected by controlling

the False Discovery Rate (FDR; Benjamini & Hochberg, 1995)

and thresholded at q(FDR) < .05, with a minimum cluster size

of 40 voxels. We also examined the average BOLD signal

change of each one of these clusters to verify that 6 sec is the

optimal time point for classifier input (i.e., timing of peak

signal amplitude).

http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002


Fig. 3 e (A) Localizer experiment: Two types of stimuli e regular Hebrewwords and phase-scrambledwords, were presented

in a standard block design, interleaved with fixation blocks. (B) Localizer activation map: Random effect multi-subject

activation map (N ¼ 12; q(FDR) < .05) for the localizer experiment presented on a lateral and ventral view (LH ¼ left

hemisphere, RH ¼ right hemisphere). The map presents reading-related areas obtained by contrasting words > phase-

scrambled words. Main activation clusters are found in R-IPS, L-IPS, left inferior frontal gyrus, left VWFA, and right VWFA

(R-VWFA).
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2.7. Functional connectivity analysis

To further investigate the role of the letter localization re-

gion in the reading process, we conducted a psychophysi-

ological interaction analysis (PPI; Friston et al., 1997) using

the significant classifying voxels in L-IPS of each subject as

seed regions. The resulting PPI design matrix represents

the correlation between activity in this seed region and all

other voxels, allowing a whole-brain search for voxels that

exhibit a context-dependent correlation with this seed
region. We calculated PPI regressors for each subject as the

dot product of the z-normalized time course in the seed

region of interest (during the experimental run) and the z-

normalized design matrix convolved with the two gamma

hemodynamic response function. The resulting four PPI

regressors (corresponding to the experimental conditions)

were compared with rest to reveal areas that are func-

tionally correlated with the activity pattern in the seed

region during reading. To investigate the consistency of PPI

patterns across subjects, we calculated a probabilistic

http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002


Table 2 e Talairach coordinates of significant classifying
center-voxels.

Subject Coordinates (x, y, z)

1 [�15, �59, 34]; [�21; �59; 33]

2 [�14, �55, 35]

3 [�32, �38, 36]; [�36, �30, 41]

4 [�14, �52, 54]

5 [�23, �35, 38]; [�26, �37, 37];

[�30, �34, 37]

6 [�26, �42, 40]; [�31, �47, 41]

7 [�22, �38, 39]; [�26, �36, 41];

[-28, �38, 35]

8 [�29, �41, 46]

9 [�26, �50, 30]; [�34, �50, 27];

[�27, �49, 27]

10 [�30, �43, 32]; [�33, �47, 30];

[�35, �43, 28]; [�35, �41, 47];

[�40, �37, 20]

11 [�21; �58; 32]; [�36; �61; 25]

12 [�44, �42, 27]

Talairach locations of each subject's significant classifying center-

voxels (p < .01, Fig. 2B).
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functional map from PPI-based correlation maps of indi-

vidual subjects.
3. Results

Subjects responded to the colored letters in catch trials with

94% accuracy showing they were attentive to the task.

We employed a whole brain searchlight strategy using

MVPA classifiers to search for activity patterns of multiple

voxels that significantly classify the position of a letter-of-

interest within words. For each letter-of-interest, we con-

structed a linear classifier that was provided with labeled

stimuli and corresponding response patterns according to the

position of the letter-of-interest (beginning or end) collapsed

across all words per position (Fig. 1B; see Materials and

methods). Our decoding analysis was performed at multiple

levels e ‘leave-one-trial-out’, ‘leave-one-exemplar-out’ and

‘leave-one-dataset-out’ (See Methods and materials). Inter-

estingly, the set of significant voxels in each subject (defined

using the ‘leave-one-trial-out’ strategy) classifying letter po-

sition for one letter-of-interest (e.g., RB/RE) was identical to

the set of significant voxels classifying letter position for the

other letter-of-interest (e.g., SB/SE). As can be seen in Fig. 2A,

in all subjects the significant set of voxels is located in the

Parietal cortex within the vicinity of the L-IPS (range: 1e5

significant voxels per subject; for Talairach coordinates of

center voxels see Table 2). The average classification

threshold across subjects required for statistical significance

(as calculated from shuffle-labeled data; see Methods and

materials) was 67.2% (range across subjects: 65.3%e70.1%)

for the letter ,’ר‘ and 69.5% (range across subjects: 68%e71.2%)

for the letter .’ס‘ Based on data from the significant voxels, the

algorithm classified letter position for the letter ’ר‘ with mean

accuracy across subjects 78.8% (STD¼ 2.9) and for the letter ’ס‘

withmean accuracy 80.06% (STD¼ 1.9; See Fig. 2B for subject's
accuracy levels for each letter-of-interest).
In the ‘leave one exemplar out’ classification (see Methods

and materials), we found the same set of significant voxels in

the L-IPS, though the evaluated accuracy based on these

voxels (69.2%; STD ¼ 4.9 averaged across both letters-of-

interest and 12 subjects), as well as the accuracy based on

shuffled data (51.7%; range across subjects: 49.7%e56.7%) was

lower. Finally, in the 4-fold cross validation analysis, we again

found the same set of significant voxels and similar mean

classification accuracy as in the leave-one-trial-out e 79.63%

(STD ¼ 3.5) for the letter ’ס‘ and 82.11% (STD ¼ 3.47) for ,’ר‘

whereas accuracy in the shuffled condition was 65.29% (range

across subjects: 63.3%e68.1%) for ,’ס‘ and 66.7% (range across

subjects: 62.7%e71.1%) for .’ר‘

We note that performing a direct comparison of letter po-

sition (i.e., RB vs RE or SB vs SE) using the standard GLM

method at the single subject level yielded anatomically

inconsistent and scattered voxels in 2 subjects, and empty

maps for the others. Indeed, at the group level, GLM analysis

yielded an empty statistical parametric map. Similarly,

collapsing across letters-of-interest, and contrasting letter

position (i.e., RB þ SB vs RE þ SE) yielded empty maps at the

individual subject level highlighting the advantage of using

advanced multivariate methods.

Next, we examined the relationship of the set of significant

voxels defined using our searchlight strategywith the network

of reading-related regions as defined by traditional GLM

localizer mapping (Fig. 3A; see Materials andmethods). Fig. 3B

displays the multi-subject GLM activation map using the

contrast of Word > Scrambled (N ¼ 12). Importantly, in all 12

subjects, all the voxels that showed significant classification

performance across the entire brain (Fig. 2A), were located

inside the L-IPS activation cluster as defined independently by

the functional GLM localizer in each individual subject. Fig. 4A

displays this overlap in one subject. Using the independent

localizer data we also examined whether our choice of time

window used for classification in the main experiment could

somehow introduce a bias in favor of the L-IPS. We found no

difference between parietal and temporal regionswith respect

to the time it took the BOLD signal to reach peak amplitude

(6 sec following trial onset in both). This validates our choice

of input to the MVPA classifier, and goes against different

temporal characteristics of the BOLD signal across regions as

an alternative explanation to the differences in classification

levels.

Finally, we performed a functional connectivity analysis

using the significant classifying voxels in L-IPS of each subject

as seed regions. We found significant functional connectivity

with clusters in VWFA and right IPS (see Fig. 4B for a proba-

bilistic functional map across all subjects). This finding con-

firms cross-talk between L-IPS and other key regions within

the reading network, as defined from the localizer experiment

(over 75% of the voxels defined by the localizer overlapped

with voxels defined by the PPI analysis across all four regions

and subjects).
4. Discussion

The current study investigated cortical sensitivity to letter

position within Hebrew written words using advanced whole

http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002


Fig. 4 e (A) Significant classifying voxels and the reading network: Voxels that were found to be significant classifiers of

letter position in the whole brain searchlight analysis were also found to fall within the L-IPS cluster, as defined by the

functional localizer using standard GLM in each of the 12 subjects. Panel A shows the significant voxels (purple patch) and

localizer data (orange) of Subject 9. (B) Functional connectivity map: Multi-subject overlap probability map presented on a

lateral and ventral view (N ¼ 12; each subject's random effect functional connectivity map was corrected using q(FDR) < .05

and all maps were used to generate a probability map; LH ¼ left hemisphere, RH ¼ right hemisphere). Using the significant

voxels in L-IPS as seed regions (shown in Fig. 2A), the same reading related areas detected by the functional localizer

(Fig. 3B) showed the strongest functional connectivity.
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brain classification methods. This strategy allowed us to

identify the underlying relationship between patterns of brain

activity across several voxels, without making any prior

assumption regarding anatomical ROIs. We found that acti-

vation patterns in the left IPS carry information that is suffi-

cient to discriminate between two letter positions of two

different Hebrew letters, at nearly 80% accuracy. This was true

even though the letters do not share visual features. Inter-

estingly, classification levels based on activity patterns in

other regions within the reading network, including VWFA, R-

VWFA and R-IPS, did not reach significance levels. However,
we did find functional correlations between significant

decoding voxels in L-IPS and these other regions, suggesting

that the information about letter position could be inherited

from this region to the rest of the reading network.

These results provide strong evidence for a specialized

neural subsystem located in left parietal cortex for encoding

letter positions in Hebrew words. These findings agree with

previous neuropsychological findings in two patients with

acquired LPD, reported to suffer from left occipital-parietal

lesions (Friedmann& Gvion, 2001). Further, the current results

imply that parietal regions which were found to be engaged in

http://dx.doi.org/10.1016/j.cortex.2014.07.002
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c o r t e x 5 9 ( 2 0 1 4 ) 7 4e8 382
spatial aspects of word recognition (Cohen et al., 2008;

Vinckier et al., 2006) and in visual feature binding (Shafritz

et al., 2002; Xu, 2007) are also recruited in binding letters to

relative position when reading Hebrew words.

Although the VWFA has been found to be involved in

readingwords in this study andmanyprevious ones (Dehaene,

2009), we did not find significant classification accuracy in this

region with respect to letter position. A previous study using

machine learning has reported that fMRI activity in VWFA al-

lows significant classification of word position in visual space

and that classification levels increase when adding informa-

tion from the rVWFA (Rauscheker, Bowen, Parvizi, &Wandell,

2012). These results suggest that these regions encode spatial

information at the whole word level. Our results suggest that

relative to L-IPS, the VWFA is less suited for encoding relative

letter positions within a word, in agreement with previous

claims about its holistic nature (Glezer et al., 2009). Our func-

tional connectivity results support the idea of a ‘cross-talk’

between the dorsal and ventral streams regarding letter posi-

tion. These results are consistent with a recent study by Vogel,

Miezin, Petersen, and Schlaggar (2012) demonstrating func-

tional connections between VWFA and left IPS, and other

studiesproviding evidence for structural connectivity between

the two areas (Ben-Shachar, Dougherty, & Wandell, 2007;

Yeatman, Rauschecker, &Wandell, 2013).

Reading Hebrew words places an unusual burden on letter

position encoding since transposing two adjacent letters in a

written Hebrew word is very likely to produce a different real

word. This means that binding letters to their relative posi-

tions within a word is critical for correct recognition, unlike

the situation in many non-semitic orthographies. Future

studies will be necessary to assess whether the left parietal

involvement in letter position encoding generalizes to other

orthographies.

Our results shed new light on the neural mechanism un-

derlying LPD. LPD is a reading impairment in which patients

mistake the word ‘board’ for ‘broad’ or the word ‘trial’ for

‘trail’. Friedmann and Gvion (2001) reported two Hebrew-

speaking patients with acquired LPD who suffered a left

Occipito-Parietal lesion. This dyslexia was also reported in its

developmental form (Friedmann & Rahamim, 2007; Reilhac,

Jucla, Iannuzzi, Valdois, & D�emonet, 2013), yet there is no

study that has isolated the neural substrate underlying LPD.

Our study is the first to show brain imaging data in healthy

subjects supporting a left parietal mechanism for letter posi-

tion encoding. If indeed left parietal abnormality correlates

with an LPD diagnosis, it raises the exciting possibility of using

fMRI pattern analysis for diagnostic purposes.

Finally, it is an open question whether successful letter

position encoding in the L-IPS will generalize to other posi-

tions, e.g., internal letter positions that are known to be less

sensitive to transpositions, at least in Indo-European lan-

guages (Perea & Lupker, 2003; But see Frost, 2012). Further-

more, based on neuropsychological data, we expect this

encoding to be neurally dissociated from similar processes

applied to other stimuli such as digits or musical notes (Dotan

& Friedmann, 2007). Future neurophysiological studies could

exploit the current strategy to explore the role of L-IPS in

processing relative position under broader conditions

including different letters, lexical status or orthographies.
Acknowledgments

This study was supported by the Israeli Center of Research

Excellence (I-CORE) in Cognition (I-CORE Program51/11), Israel

Science Foundation (grants No. 1771/13 and 2043/13), Human

Frontiers Science Project (HFSP) Career Development Award

(CDA00078/2011-C) to R.M., US-Israel Binational Science

Foundation (BSF award #2011314 to M.B.-S.) and Sagol School

of Neuroscience fellowship to O.O. The authors thank Ariel

Krasovsky for providing the initial code for the searchlight

algorithm.
r e f e r e n c e s

Benjamini, Y., & Hochberg, Y. (1995). Controlling the false
discovery rate: a practical and powerful approach to multiple
testing. Journal of the Royal Statistical Society. Series B
(Methodological), 289e300.

Ben-Shachar, M., Dougherty, R. F., Deutsch, G. K., & Wandell, B. A.
(2007a). Differential sensitivity to words and shapes in ventral
occipito-temporal cortex. Cerebral Cortex, 17(7), 1604e1611.

Ben-Shachar, M., Dougherty, R. F., & Wandell, B. A. (2007b). White
matter pathways in reading. Current Opinion in Neurobiology,
17(2), 258e270.

Chang, C.-C., & Lin, C.-J. (2011). LIBSVM: a library for support
vector machines. ACM Transactions on Intelligent Systems and
Technology, 2(27), 1e27.

Cohen, L., Dehaene, S., Vinckier, F., Jobert, A., & Montavont, A.
(2008). Readingnormal anddegradedwords: contribution of the
dorsal and ventral visual pathways.NeuroImage, 40(1), 353e366.

Cohen, L., Leh�ericy, S., Chochon, F., Lemer, C., Rivaud, S., &
Dehaene, S. (2002). Language-specific tuning of visual cortex?
Functional properties of the Visual Word Form Area. Brain,
125(5), 1054e1069.

Cohen, L., Martinaud, O., Lemer, C., Lehericy, S., Samson, Y.,
Obadia, M., et al. (2003). Visual word recognition in the left and
right hemispheres: anatomical and functional correlates of
peripheral alexias. Cerebral Cortex, 13(12), 1313e1333.

Coltheart, M. (1981). Disorders of reading and their implications
for models of normal reading. Visible Language, 15(3), 245e286.

Dehaene, S. (2009). Reading in the brain: The new science of how we
read. Penguin.

Dehaene, S., Cohen, L., Sigman, M., & Vinckier, F. (2005). The
neural code for written words: a proposal. Trends in Cognitive
Sciences, 9(7), 335e341.

Dotan, D., & Friedmann, N. (2007). From seven dwarfs to four
wolves: differences in the processing of number words and
other words. Language and Brain, 6, 3e17.

Ellis, A. W., Flude, B. M., & Young, A. W. (1987). “Neglect dyslexia”
and the early visual processing of letters in words and
nonwords. Cognitive Neuropsychology, 4(4), 439e464.

Friedmann, N., & Gvion, A. (2001). Letter position dyslexia.
Cognitive Neuropsychology, 18(8), 673e696.

Friedmann, N., & Rahamim, E. (2007). Developmental letter
position dyslexia. Journal of Neuropsychology, 1(2), 201e236.

Friston, K. J., Buechel, C., Fink, G. R., Morris, J., Rolls, E., &
Dolan, R. J. (1997). Psychophysiological and modulatory
interactions in neuroimaging. NeuroImage, 6(3), 218e229.

Frith, C. D., Friston, K. J., Herold, S., Silbersweig, D., Fletcher, P.,
Cahill, C., et al. (1995). Regional brain activity in chronic
schizophrenic patients during the performance of a verbal
fluency task. The British Journal of Psychiatry, 167(3), 343e349.

Frost, R. (2012). Towards a universal model of reading. Behavioral
and Brain Sciences, 35(5), 263e279.

http://refhub.elsevier.com/S0010-9452(14)00222-6/sref1
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref1
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref1
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref1
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref1
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref2
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref2
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref2
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref2
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref3
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref3
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref3
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref3
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref44
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref44
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref44
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref44
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref4
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref4
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref4
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref4
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref5
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref6
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref6
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref6
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref6
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref6
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref7
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref7
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref7
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref8
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref8
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref9
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref9
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref9
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref9
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref11
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref11
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref11
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref11
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref12
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref12
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref12
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref12
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref13
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref13
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref13
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref14
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref14
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref14
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref15
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref15
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref15
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref15
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref16
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref16
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref16
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref16
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref16
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref17
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref17
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref17
http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002


c o r t e x 5 9 ( 2 0 1 4 ) 7 4e8 3 83
Gabrieli, J. D. (2009). Dyslexia: a new synergy between education
and cognitive neuroscience. Science, 325(5938), 280e283.

Gaillard, R., Naccache, L., Pinel, P., Cl�emenceau, S., Volle, E.,
Hasboun, D., et al. (2006). Direct intracranial, FMRI, and lesion
evidence for the causal role of left inferotemporal cortex in
reading. Neuron, 50(2), 191e204.

Glezer, L. S., Jiang, X., & Riesenhuber, M. (2009). Evidence for
highly selective neuronal tuning to whole words in the “visual
word form area”. Neuron, 62(2), 199e204.

Gomez, P., Ratcliff, R., & Perea, M. (2008). The overlap model: a
model of letter position coding. Psychological Review, 115(3), 577.

Grainger, J., & Van Heuven, W. (2003). Modeling letter position
coding in printed word perception. The Mental Lexicon, 1e24.

Hoeft, F., McCandliss, B. D., Black, J. M., Gantman, A., Zakerani, N.,
Hulme, C., et al. (2011). Neural systems predicting long-term
outcome in dyslexia. Proceedings of the National Academy of
Sciences, 108(1), 361e366.

Katz, R. B., & Sevush, S. (1989). Positional dyslexia. Brain and
Language, 37(2), 266e289.

McClelland, J. L., & Rumelhart, D. E. (1981). An interactive
activation model of context effects in letter perception: I. An
account of basic findings. Psychological Review, 88(5), 375.

Perea, M., & Lupker, S. J. (2003). Does judge activate COURT?
Transposed-letter similarity effects in masked associative
priming. Memory & Cognition, 31(6), 829e841.

Price, C. J., & Devlin, J. T. (2011). The interactive account of ventral
occipitotemporal contributions to reading. Trends in Cognitive
Sciences, 15(6), 246e253.

Rastle, K. (2007). Visual word recognition. In The Oxford handbook
of psycholinguistics (pp. 71e87).

Rauschecker, A. M., Bowen, R. F., Parvizi, J., & Wandell, B. A.
(2012). Position sensitivity in the visual word form area.
Proceedings of the National Academy of Sciences, 109(24),
E1568eE1577.

Rauschecker, A. M., Bowen, R. F., Perry, L. M., Kevan, A. M.,
Dougherty, R. F., & Wandell, B. A. (2011). Visual feature-
tolerance in the reading network. Neuron, 71(5), 941e953.

Reilhac, C., Jucla, M., Iannuzzi, S., Valdois, S., & D�emonet, J. F.
(2012). Effect of orthographic processes on letter identity and
letter-position encoding in dyslexic children. Frontiers in
Psychology, 3. http://dx.doi.org/10.3389/fpsyg.2012.00154.
Reilhac, C., Peyrin, C., D�emonet, J. F., & Valdois, S. (2013). Role of
the superior parietal lobules in letter-identity processing
within strings: FMRI evidence from skilled and dyslexic
readers. Neuropsychologia, 51(4), 601e612.

Shafritz, K. M., Gore, J. C., & Marois, R. (2002). The role of the
parietal cortex in visual feature binding. Proceedings of the
National Academy of Sciences, 99(16), 10917e10922.

Talairach, J., & Tournoux, P. (1988). Co-planar stereotaxic Atlas of the
human brain: 3-Dimensional proportional system e An approach to
cerebral imaging. New York: Thieme Medical Publishers.

Thesen, T., McDonald, C. R., Carlson, C., Doyle, W., Cash, S.,
Sherfey, J., et al. (2012). Sequential then interactive processing
of letters and words in the left fusiform gyrus. Nature
Communications, 3, 1284.

Tong, F., & Pratte, M. S. (2012). Decoding patterns of human brain
activity. Annual Review of Psychology, 63, 483e509.

Vinckier, F., Dehaene, S., Jobert, A., Dubus, J. P., Sigman, M., &
Cohen, L. (2007). Hierarchical coding of letter strings in the
ventral stream: dissecting the inner organization of the visual
word-form system. Neuron, 55(1), 143e156.

Vinckier, F., Naccache, L., Papeix, C., Forget, J., Hahn-Barma, V.,
Dehaene, S., et al. (2006). “What” and “Where” in word
Reading: ventral coding of written words revealed by
parietal atrophy. Journal of Cognitive Neuroscience, 18(12),
1998e2012.

Vogel, A. C., Miezin, F. M., Petersen, S. E., & Schlaggar, B. L.
(2012). The putative visual word form area is functionally
connected to the dorsal attention network. Cerebral Cortex,
22(3), 537e549.

Wandell, B. A. (2011). The neurobiological basis of seeing words.
Annals of the New York Academy of Sciences, 1224(1), 63e80.

Whitney, C. (2001). How the brain encodes the order of letters in a
printed word: the SERIOL model and selective literature
review. Psychonomic Bulletin & Review, 8(2), 221e243.

Xu, Y. (2007). The role of the superior intraparietal sulcus in
supporting visual short-term memory for multifeature
objects. The Journal of Neuroscience, 27(43), 11676e11686.

Yeatman, J. D., Rauschecker, A. M., & Wandell, B. A. (2013).
Anatomy of the visual word form area: adjacent cortical
circuits and long-range white matter connections. Brain and
Language, 125(2), 146e155.

http://refhub.elsevier.com/S0010-9452(14)00222-6/sref18
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref18
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref18
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref19
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref20
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref20
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref20
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref20
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref21
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref21
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref22
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref22
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref22
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref23
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref23
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref23
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref23
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref23
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref24
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref24
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref24
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref25
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref25
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref25
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref26
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref26
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref26
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref26
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref26
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref27
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref27
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref27
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref27
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref28
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref28
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref28
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref29
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref29
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref29
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref29
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref29
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref30
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref30
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref30
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref30
http://dx.doi.org/10.3389/fpsyg.2012.00154
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref32
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref33
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref33
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref33
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref33
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref34
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref34
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref34
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref34
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref35
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref35
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref35
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref35
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref36
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref36
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref36
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref37
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref37
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref37
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref37
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref37
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref38
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref39
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref39
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref39
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref39
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref39
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref40
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref40
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref40
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref41
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref41
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref41
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref41
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref41
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref42
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref42
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref42
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref42
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref43
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref43
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref43
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref43
http://refhub.elsevier.com/S0010-9452(14)00222-6/sref43
http://dx.doi.org/10.1016/j.cortex.2014.07.002
http://dx.doi.org/10.1016/j.cortex.2014.07.002

	Decoding letter position in word reading
	1 Introduction
	2 Materials and methods
	2.1 Subjects
	2.2 Stimuli and task
	2.3 fMRI data acquisition
	2.4 Preprocessing
	2.5 Classification analysis
	2.6 Localizing cortical regions in the reading network
	2.7 Functional connectivity analysis

	3 Results
	4 Discussion
	Acknowledgments
	References


