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A B S T R A C T   

Face recognition is a challenging classification task that humans perform effortlessly for familiar faces. Recent 
studies have emphasized the importance of exposure to high variability appearances of the same identity to 
perform this task. However, these studies did not explicitly measure the perceptual similarity between the 
learned images and the images presented at test, which may account for the advantage of learning from high 
variability. Particularly, randomly selected test images are more likely to be perceptually similar to learned high 
variability images, and dissimilar to learned low variability images. Here we dissociated effects of learning from 
variability and study-test perceptual similarity, by collecting human similarity ratings for the study and test 
images. Using these measures, we independently manipulated the variability between the learning images and 
their perceptual similarity to the test images. Different groups of participants learned face identities from a low or 
high variability set of images. The learning phase was followed by a face matching test (Experiment 1) or a face 
recognition task (Experiment 2) that presented novel images of the learned identities that were perceptually 
dissimilar or similar to the learned images. Results of both experiments show that perceptual similarity between 
study and test, rather than image variability at learning per se, predicts face recognition. We conclude that 
learning from high variability improves face recognition for perceptually similar but not for perceptually dis
similar images. These findings may not be specific to faces and should be similarly evaluated for other domains.   

Face identification is a computationally challenging classification 
task that requires successful discrimination of a homogeneous set of 
images to different identities and generalization across different ap
pearances of the same identity (see Fig. 1). Although it is commonly 
argued that humans excel in this task (e.g., Rossion, 2018; Tanaka, 
2001), recent studies have shown that this ability is superb for familiar 
faces but is prone to errors for unfamiliar faces (Jenkins, White, Van 
Montfort, & Burton, 2011; Ritchie et al., 2015; for reviews see Young & 
Burton, 2017, 2018). This gap between familiar and unfamiliar faces is 
primarily observed in identity matching tasks where face images are 
presented on the screen and participants are asked to determine if they 
belong to the same or different identities (Fig. 1). Performance on these 
tasks is significantly better for familiar than unfamiliar identities. For 
example, a study that presented UK and Australian celebrities to UK and 
Australian participants revealed that performance on an identity 
matching task for the same pairs of faces was about 90 % correct if they 
were familiar to the participants but only 70 % correct if they were not 

familiar to the participants (Ritchie et al., 2015). Another study pre
sented 40 different images of 2 identities (20 images per identity) and 
asked participants to sort them according to their identity. Results 
showed that participants who were not familiar with the people in the 
images sorted them to an average of 7 different identities, whereas those 
who were familiar with them easily sorted them correctly to 2 identities. 
These findings indicate that participants failed to generalize across 
different appearances of unfamiliar identities (Jenkins et al., 2011). 
Based on these and other similar findings, Burton and colleagues sug
gested that learning the variability of one identity does not generalize to 
other identities because different people vary in different ways (Burton 
et al., 2016; Kramer, Young, & Burton, 2018) (see Fig. 1). They further 
claimed that face identification depends on learning how each identity 
varies across its different appearances (Burton et al., 2016; Burton, 
2013; Dowsett, Sandford, & Burton, 2016; Young & Burton, 2017). This 
type of experience is available only for familiar but not for unfamiliar 
faces. 
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Based on this premise, several studies investigated the effect of 
learning identities from high or low variability images on face identifi
cation. In a study by Murphy, Ipser, Gaigg, & Cook (2015) image vari
ability was manipulated across groups by either presenting a small 
number of appearances of each identity (i.e., 6 images per identity) and 
repeating them several times (low variability) or presenting a large 
number of appearances (i.e., 96 images per identity) and repeating each 
of them only once (high variability). Results show better recognition in 
an old/new memory test for novel images of the learned identities for 
the group who learned a larger number of appearances of each identity 
(i.e., high variability). The effect of learning faces from high vs low 
variability images was also compared directly (Ritchie & Burton, 2017). 
In this study, the low variability condition presented images that were 
cut from the same video of each identity, and therefore had similar 
characteristics and appearance (e.g., age, makeup, hairstyle). The high 
variability condition presented images that were taken from an internet 
search of each identity (e.g., taken at different times and places, from 
different cameras), creating a set of images that were perceptually dis
similar and more variable than the low variability set. A recognition task 
and an identity matching task with new images that were not presented 
at study showed better performance for identities that were learned from 
high than low variability (Ritchie & Burton, 2017, Exp 1a, 2). 

Another study that compared the effect of learning from high vs low 
variability images defined variability based on the experimenter’s sim
ilarity judgment, which was validated with a group of 10 participants. 
Results of a matching task showed that participants were more accurate 
and used a more liberal response criterion (i.e., more likely to make 
‘same’ responses) when learned from high than low variability faces 
(Menon, White, & Kemp, 2015b). Similar findings were also reported in 
children that showed better identification of identities that were learned 
from 3 different videos than one video (Baker, Laurence, & Mondloch, 
2017). Based on these and other findings Burton and colleagues have 
suggested that learning faces from highly variable appearances of the 
same identity is critical for face recognition (Burton, Jenkins, & 
Schweinberger, 2011; Young & Burton, 2017, 2018). It is noteworthy, 
that perceptual variability was never explicitly measured in these 
studies but was inferred from the media from which the images were 
taken (movie vs google images) or the number of images/movies that 
were presented in the learning phase. 

Whereas results of the studies reported above suggest better perfor
mance for identities learned from high than low variability, a few studies 
also provided results that were inconsistent with it. In the study by 
Ritchie & Burton (2017, Exp1b) mentioned above, no differences were 
found between high and low learning conditions, when the test image 
was a novel image taken from the low variability set of images. 
Furthermore, in a study by Ritchie, Mireku, & Kramer (2020), partici
pants were presented with either one face image or 4 face images per 
identity and were asked to match the face images to a real-life person. 
Results revealed similar performance in the two conditions, with no 

benefit for the 4 images compared to 1 image. Thus, learning from 
variability may not always lead to better performance in face identity 
tasks. 

Here we propose that effects of image variability at learning on 
identity matching tasks may be modulated by the perceptual similarity 
between the images of the learned identities that are presented at study 
and test, which was not explicitly measured in previous studies. The role 
of perceptual similarity in face and object recognition has been 
demonstrated in studies that have shown a gradual drop in recognition 
for faces and objects as a function of the difference in view angle be
tween the learned and tested images. For example, Tarr and Gauthier 
(1998) demonstrated that identifying an object from a novel angle in an 
old-new recognition task is easier following familiarity with objects 
shown from a similar view angle. Similarly, a study that tested recog
nition for objects across different views showed better matching per
formance for objects presented from the same view (Lawson & 
Humphreys, 1996). Another study that trained participants with faces 
from different viewing angles revealed that generalization to the un
learned faces decreased as the angle of rotation between study and test 
increased (Hill, Schyns, & Akamatsu, 1997; see also, Schwartz & Yovel, 
2019). Based on these and other studies, Tarr and colleagues suggested 
that a view-invariant representation depends on learning faces/objects 
from multiple views with some interpolation to perceptually similar 
views of the learned identities (Bülthoff, Edelman, & Tarr, 1995; Tarr, 
1995; Tarr & Gauthier, 1998). 

Recent studies that examined the role of image variability in face 
identity have used ambient face images (Jenkins et al., 2011) rather than 
the well-controlled face images that vary in head-view, which were 
common in earlier studies (e.g., Jeffery, Rhodes, & Busey, 2006, 
O’Toole, Edelman, & Bülthoff, 1998). Whereas the ecological validity of 
ambient stimuli is a significant advantage, their perceptual similarity 
was not explicitly quantified. Nevertheless, the effect of image similarity 
between learning and test that were found for the controlled images are 
expected to apply also to the ambient face images. Thus, it is critical to 
provide a quantitative measure of the variability between the learned 
images as well as their perceptual similarity to the novel images pre
sented at test. 

To demonstrate the possible interaction between perceptual vari
ability of face images at learning and their similarity to faces at test in a 
quantitative manner, we describe face images as dots in a multidimen
sional space, in which perceptually similar face images are in closer 
locations and perceptually different face images are in distant locations. 
Whereas cognitive face space models have primarily considered the 
representation of images of different identities in a face space (Valen
tine, 1991), the same principle can be applied to different images of the 
same identity, as typically done in computational models of face 
recognition (e.g., Abudarham et al., 2021; Hill et al., 2019; O’toole et al., 
2018). Fig. 2 shows an illustration of the locations of different images of 
the same identity in a face space. Low variability images occupy a 
smaller area in face space. Thus, a randomly selected novel image of this 
identity is more likely to be perceptually different from the low vari
ability images, resulting in lower performance in matching the identity 
of the novel image to each of the learned images (Fig. 2B). High vari
ability images occupy a larger area in face space. Thus, a randomly 
selected novel image of the learned identity is more likely to be closer to 
at least one of the images, which will result in higher performance in a 
face matching task (Fig. 2C). We therefore presume that previous studies 
that reported better performance following high than low variability at 
learning, selected images that are more similar to high variability im
ages and less similar to the low variability images. However, the 
perceptual similarity between learned and novel images can be manip
ulated in a way that will generate different outcomes. Fig. 2A shows a 
novel face image that is perceptually similar to low variability learned 
images and will be easy to match to the learned images. Fig. 2D shows a 
face image at test that is perceptually different from high-variability 
learned images and will be hard to match to the learned images even 

Fig. 1. Examples of pairs of same and different identity faces of familiar and 
unfamiliar identities. Performance on identity matching tasks is better for 
familiar than unfamiliar identities. 
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though they were learned from high variability. Thus, the perceptual 
similarity between the learned and the novel images should be consid
ered when assessing the effects of learning from low or high-variability 
images. 

In the current study, we asked participants to rate the perceptual 
similarity between face images of the same identity. These similarity 
ratings enabled us to quantitatively measure both image variability at 
study and perceptual similarity between study and test images. This 
adds to previous studies in two ways. First, it provides a quantitative 
measure of perceptual similarity that was not explicitly measured in 
previous studies and is expected to play an important role in perfor
mance on face recognition tasks (O’Toole, Edelman, & Bülthoff, 1998; 
Tarr & Gauthier, 1998). Second, it enabled us to systematically allocate 
the face images to each of the four conditions displayed in Fig. 2 and 
evaluate the effects of image variability at learning, the similarity be
tween the face images at study and test and the interaction between 
them, on face recognition. Accordingly, we manipulated both study 
variability and study-test similarity in a matching task and a recognition 
task. We predict better performance for images that are perceptually 
similar than perceptually dissimilar to the learned images above and 
beyond effects of image variability at learning. 

1. Experiment 1 

1.1. Methods 

A pre-registration of the hypotheses, design and analysis of the study 
is available here: https://aspredicted.org/ZDG_VG3. 

1.1.1. Participants 
Eighty Psychology students (19 males, mean age = 23) participated 

in the pre-test identity rating task and 80 additional students partici
pated in the main experiment, in exchange for course credit. The par
ticipants were randomly assigned to four experimental conditions (see 
design). This sample size was determined based on a factorial ANOVA 
with an effect size of η2p = 0.1, p < 0.05 and power = 80 %. Two 
participants were excluded from the analysis because more than 25 % of 
their responses were longer than 10 s, resulting in 78 participants (6 
males, mean age = 23 years). All the experiments were administered 
online using a code written in JavaScript that presented the images and 
collected responses. The experiment was approved by the ethics com
mittee of Tel Aviv University and all participants gave their informed 

consent to participate in the study. 

1.1.2. Stimuli 
The stimuli included images of 10 celebrity identities from different 

European countries (5 females). All identities were unfamiliar to uni
versity students in Israel. For each identity, 15 photos were selected 
from Google images. They were chosen to represent a large perceptual 
variability of appearances of each identity. Identity decision ratings 
were collected to provide a quantitative measure of their perceptual 
similarity. 

Pre-test - Perceptual similarity rating. To assign face images to the 
different conditions, we used data that was collected from 80 partici
pants who were asked to decide whether each pair of images belong to 
the same identity or to different identities using a scale between 1 – 
definitely different people to 6 – definitely the same person. Each image 
pair was rated by 10 participants. Of a total of 5550 (2775 for each 
gender) image pairs, each participant rated 693 or 694 pairs. These 
ratings were used for the initial allocation of the stimuli to the different 
learning and test conditions (Fig. 3). The perceptual similarity of the 
selected images was then re-assessed by asking a different group of 80 
participants (61 females, mean age: 23), 20 for each condition, to rate 
how perceptually similar are they on a scale between 1 and very 
different to 6 – very similar. The correlation between the identity ratings 
and the perceptual similarity ratings was 0.91, indicating that both 
methods can be used to estimate perceptual similarity between faces. To 
measure inter-subject reliability of the perceptual rating task, we 
computed the correlations between each participant’s similarity ratings 
with the average similarity rating of the other participants in the same 
experimental group. The average reliabilities were r = 0.53 (range: 
0.22–0.72) for study high test dissimilar, r = 0.65 (range: 0.39–0.76) for 
study high test similar, r = 0.83 (range: 0.76–0.88) for study low test dis
similar and r = 0.88 (range: 0.72–0.95) for study low test similar. 

1.1.3. Design 
The design of the experiment is presented in Fig. 3. The experiment 

included a study phase in which participants learned face identities 
based on a subset of different appearances. During the test phase, they 
were presented with pairs of images of the same or different identities. 
The image pairs at test were either both presented in the study phase 
(learned image pairs) or were pairs of an image that was presented at 
study paired with a novel image that was not presented at study (i.e., 
unlearned pairs). These unlearned pairs enabled us to directly assess the 

Fig. 2. An illustration of the locations of different im
ages of the same identity in a face space. Distance be
tween faces indicates their perceptual similarity. Novel 
faces presented at test are marked with a red frame. A. 
Low variability faces at study and a perceptually similar 
face at test. B. Low variability faces at study and a 
perceptually dissimilar face at test. C. High variability 
faces at study and a perceptually similar face at test. D. 
High variability faces at study and a perceptually dis
similar face at test.   
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effect of perceptual similarity between the learned images and a novel 
image of the same identity on identity matching. 

In a between-subjects design, we manipulated two factors: the 
perceptual variability among different images of the same identity 
during the study phase and the perceptual similarity between different 
images of the same identity in the study and test phase. Each condition 
had two levels: perceptual variability at study was high or low and 
perceptual similarity between study and test images was similar or 
dissimilar, which resulted in a 2x2 experimental design (Fig. 3). 

For the low variability study phase, we selected the 3 most similar 
face images out of the 15 images of each identity, according to the pre- 
test ratings. The high variability faces were the 3 most different images 
out of the 15 images of each identity. For each identity, we selected a 
perceptually similar and dissimilar test face. The similar face was the 
image that was most similar to all the three images (i.e., the minimal 
average distance from the 3 face images) that were selected to the study 
phase. The dissimilar face was the image that was the most different 
from all three images that were selected to the study phase (i.e., the 
maximal average distance from the 3 face images). We selected only 3 
faces for the learning phase, to maximize the differences in image sim
ilarity at learning and test in the four different conditions. Including 
additional faces would decrease the differences between the experi
mental conditions and make it harder to dissociate between variability 
at learning and study-test similarity. Table 1 reports the average within- 
identity similarity rating among the study image pairs in the high and 
low variability conditions and the study-test similarity of each condi
tion, which is the average similarity between the unlearned face pairs 

that are consisted of a learned image of a novel image of the learned 
identities. This enables us to assess how well participants can generalize 
between learned and novel images of learned identities. As we explained 
above (see Fig. 2), we expect that learning from high variability with a 
similar test image (Fig. 2C) will be better than learning from low vari
ability with a dissimilar test image (Fig. 2B). We suggest that previous 
studies that overlooked effects of study-test perceptual similarity, only 
presented these two conditions, which show an advantage for high than 
low variability. The complementary conditions (Fig. 2A, 2D) will enable 
us to disentangle effects of learning from variability and study-test 
similarity. 

The face images used for the different identity pairs were selected 
randomly from the same set of images that were used for the same 
identity pairs. The different identity learned pairs were images of 
different identities that were presented in the study phase. The different 
identity unlearned pairs comprised of one image from the study and 
another image of a different identity that was novel. The task included 
10 identities that were presented in separate study-test sessions. The 5 
female identities were presented in one session and the 5 male identities 
were presented in another session. There was a 24-hour interval be
tween the two sessions and the order was randomized across 
participants. 

1.1.4. Procedure 
The experiment consisted of study and test phase as follow: 
Study phase Participants were instructed to learn all the face images 

of the 5 identities that were presented during the study phase. Each 
identity included three different images that were shown sequentially. 
All three images of the same identity were presented in mini-blocks (one 
after the other) with the same name label above the face (see an example 
trial in Fig. 3). This sequence of 15 faces (5 identities × 3 images per 
identity) was repeated 3 times. The order of images within identity 
(within mini-block) and between identities was randomized across 
participants. Each image was presented for 1 s with a 1-second interval 
between images. Each identity mini-block included either high or low 
variability images. This was manipulated between participants. 

Test phase A total of 120 face pairs were presented during the test 
phase. Half of the test face pairs were same identity faces and half were 
different identity faces. Half of the face pairs were face images that were 
presented during the study phase (learned face pairs) and half were face 

Fig. 3. A between-subjects experimental design 
was used to study effects of image variability at 
learning and study-test similarity. Left. A high 
variability study phase presents three perceptu
ally different images of a learned identity with 
the same name label. Right. A low variability 
study phase presents three perceptually similar 
images of a learned identity with the same name 
label. The study phase was followed by a test 
phase that presented perceptually similar or dis
similar images of the learned identities. In 
Experiment 1 the test images were presented with 
each of the learned images in an identity match
ing task. In Experiment 2 they were presented 
with new identities in an old/new recognition 
task.   

Table 1 
The average (standard deviation) perceptual similarity scores of the face images 
at study (top row) and the novel image of the learned identities at test (bottom 
row).  

Study Variability High variability 
(Low similarity) 

Low variability 
(High similarity) 

3.39 
(0.83) 

5.66 
(0.31) 

Study-Test Similarity Dissimilar Similar Dissimilar Similar 

3.67 
(0.89) 

4.54 
(0.73) 

3.18 
(0.9) 

5.31 
(0.45)  
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pairs in which one of the faces was presented in the study phase and the 
other was novel (unlearned face pairs). The same identity unlearned 
pairs were either similar or different (see Fig. 3). This was manipulated 
between participants. 

The participants were asked to decide, for each pair, whether the two 
faces belong to the same identity or to different identities (by using the 
keyboard). Each pair was presented on the screen until the decision was 
made. After making their decision, the participants were asked to rate 
how confident they were in their decision on a scale of 1 (not at all) to 5 
(very much). The time interval between the confidence ranking and the 
next stimulus was 1 s. 

1.1.5. Data analysis 
To assess participants’ performance level we computed the area 

under the curve (AUC) of the ROC for learned and unlearned face pairs 
in the four different conditions. ROC was computed by combining the 
identity decision and its confidence rating by multiplying the confidence 
ratings after a ‘different’ identity decision by − 1, resulting in a confi
dence scale (− 5)–(+5) (Pashler, 2002). Reaction time were measured 
during the test phase on each trial from the onset of the face pair till 
response. 

Prior to the analysis, we excluded from the data trials in which the 
response time was longer than 10 s (0.02 % of the trials) or shorter than 
200 ms (2 % of the trials). Two participants were excluded from the 
analysis as more than 25 % of their trials were removed due to the 
response time exclusion criteria. 

Raw data can be found in this OSF link: https://osf.io/5epxb/? 
view_only = c75a96b7130b4e96b467d6586220706f. 

1.2. Results & Discussion 

Table 2 reports the proportion of Hit and FA rates, AUC and reaction 

times for the unlearned image pairs across the four different conditions. 
To examine the effect of image variability and perceptual similarity 

on identity matching, we measured performance level on the identity 
matching task for unlearned face pairs in each of the four conditions. We 
performed a 2x2 between-subjects ANOVA with study variability (high, 
low) and test similarity (similar, dissimilar) as independent variables, 
and the AUC as a dependent variable. A main effect was found for study 
variability, F(1,74) = 5.92, p = 0.01, η2p = 0.07, indicating better 
performance for identities that were presented at study in low (M = 0.8) 
than high (M = 0.74) variability images. A main effect of test similarity, 
F(1,74) = 68.11, p < 0.001, η2p = 0.47, indicates better performance 
when the unlearned face pairs were similar to the learned identities than 
when they were dissimilar. In addition, we found a significant interac
tion between study variability and test similarity, F(1,74) = 26.22, p <
0.001, η2p = 0.26 (see Fig. 4). Post hoc tests showed an advantage for 
learning faces from high variability than low variability only when the 
test was similar to the high variability faces (Fig. 4 dark pink bar: M =
0.78) and dissimilar to the low variability faces (Fig. 4 light blue bar – M 
= 0.63) t(74) = 4.12, p < 0.001, Cohen’s d = 1.31, CI for mean differ
ence [0.05,0.24]. As mentioned above, previous studies that selected the 
test image randomly were more likely to choose a similar image to high 
variability learned images and a dissimilar image to low variability 
learned images, which led to better performance for high than low 
variability conditions. Our findings therefore replicate this effect. 

However, there was no significant difference between learning faces 
from high variability (Fig. 4: light pink – M = 0.7) than low variability 
(Fig. 4: light blue) when the test face was dissimilar in both conditions t 
(74) = 1.9, p = 0.37, Cohen’s d = 0.6, CI for mean difference [ − 0.03 – 
0.16]. Finally, performance was best when faces were learned from low 
variability and test faces were similar (Fig. 4: dark blue – M = 0.97) 
relative to all other conditions: study low test dissimilar, t(74) = 9.58, p 
< 0.001, Cohen’s d = 3.02, CI of mean difference [0.25,0.48], study high 
test dissimilar, t(74) = 7.56, p < 0.001, Cohen’s d = 2.42, CI for mean 
difference [0.18,0.37] and to study high test similar, t(74) = 5.34, p <
0.001, Cohen’s d = 1.71, CI[0.1,0.29]. 

A similar analysis with proportion correct on same and different 
unlearned face pairs as a dependent measure revealed similar findings of 
an interaction between the variability at learning and the similarity of 
study and test F(1,74) = 49.9, p < 0.001, η2p = 0.4, a main effect for test 
similarity F(1,74) = 86.24, p < 0.001, η2p = 0.54 and for study vari
ability F(1,74) = 8.26, p = 0.005, η2p = 0.1. 

Overall, these findings show that the perceptual similarity between 
faces presented at study and test determines performance on a face 

Table 2 
The average (standard deviation) Hit rate, FA rate, AUC and reaction times (RTs, 
in milliseconds) for the unlearned test images of the learned identities in the four 
experimental conditions.   

High Low  

Dissimilar Similar Dissimilar Similar 

Hit 0.47 (0.23) 0.6 (0.2) 0.31 (0.17) 0.91 (0.12) 
FA 0.10(0.1) 0.15(0.12) 0.12(0.12) 0.03(0.03) 
AUC 0.70(0.14) 0.78(0.12) 0.63(0.13) 0.97(0.03) 
RTs 3654(1176) 3241(949) 3252(807) 2175(379)  

Fig. 4. ROC curves for each condition. The diagonal line indicates chance performance. The bar plot in the bottom right corner shows the mean and individual AUCs 
across subjects. The black diamonds indicate the mean perceptual similarity of the face pairs presented at test in each condition. Error bars show the standard error of 
the mean. 
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identity task. To further explore the relationship between the perceptual 
similarity between the images at study and test and performance on an 
identity matching task, we ran an additional, unplanned analysis in 
which we examined the correlations between the perceptual similarity 
score that were collected in the pre-test and the performance on the 
identity matching task of the unlearned same identity face pairs across 
all four conditions. Fig. 5A shows a strong relationship between 
perceptual similarity and performance on a face matching task (r(118) 
= 0.89, p < 0.001, CI(95 %) = 0.85 – 0.92) indicating better perfor
mance when the study and test image pairs are similar (darker points) 
than when they are dissimilar (brighter points) for both the high and low 
similarity conditions. 

We next display the relationship between the variability of the im
ages at study and performance in the identity matching task for each 
face pair. Fig. 5B shows a weaker relationship between image variability 
at study and performance on the identity matching task (r(118) = 0.2, p 
= 0.02, CI(95 %) = 0.021–0.37). 

Finally, we also examined the effect of learning from variability on 
performance of the learned pairs (pairs of faces that were both presented 
in the study phase). We averaged the performance for the learned pairs 

for the high variability and low variability conditions. A one-way 
ANOVA [study low (M = 0.98, SD = 0.02) and study high (M = 0.81, 
SD = 0.14)] as an independent variable and the AUC as a dependent 
variable revealed a main effect for learning variability F(1,76) = 60.14, 
p < 0.001, η2p = 0.44, indicating a significantly better performance for 
face pairs learned from low than high variability images. A similar 
analysis with proportion correct as a dependent measure revealed 
similar findings of a main effect of learning variability F(1,76) = 75.3, p 
< 0.001, η2p = 0.49. These findings indicate that learning faces from 
high variability is challenging also for the learned face images. 

We performed a similar 2x2 ANOVA on reaction times (RTs) with 
study variability (high, low) and test similarity (similar, dissimilar) as 
independent variables. A main effect was found for study variability, F 
(1,72) = 13.45, p < 0.01, η2p = 0.16, indicating faster RT for low than 
high variability images. A main effect for test similarity was found as 
well, F(1,72) = 13.84, p < 0.001, η2p = 0.16, indicating better perfor
mance when the face pairs were similar to the learned identities than 
when they were dissimilar. The interaction between these two variables 
was not significant. 

Taken together, results show that performance on a face 

Fig. 5. A scatterplot of the proportion correct by mean similarity scores. Each dot represents a pair of faces from the unlearned same identity condition. The color 
indicates the experimental condition (see Fig. 4). A strong correlation was found between study-test similarity and performance on the face matching task. B. A 
relatively low correlation was found between proportion correct and mean similarity scores of the study phase faces (variability at learning). 

Fig. 6. Proportion correct on face recognition task as a function of image similarity between study and test and image variability at study. Results show that study- 
test similarity modulates effects of variability at learning. Error bars show the standard error of the mean. 
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identification task is better when the test image is similar to the learned 
images than when they are dissimilar. Whereas our findings seem to 
differ from previous studies that reported better performance for 
learning from high than low variability images, the advantage of 
learning from high variability is found also in our study when high 
variability images are tested with perceptual similar images compared 
to low variability images with perceptually dissimilar images. We pro
pose that previous studies that selected images at test randomly included 
only these two conditions. Our study includes the complementary con
ditions that enable to dissociate between variability at learning and 
similarity with test. Our results show that study-test similarity modu
lates effects of image variability at learning. 

The task that we used in Experiment 1 examines the effects of 
learning from variability and study-test similarity with an identity 
matching task of learned and novel images. This task was not used in 
previous studies that examined learning from variability. Whereas this 
task does measure generalization, it remains to be seen whether the 
same findings will be also found in a more standard old-new recognition 
task. In Experiment 2, we therefore ran the same learning procedure 
followed by an old-new face recognition task. 

2. Experiment 2 

A pre-registration of the hypotheses, design and analysis of the study 
is available here: https://aspredicted.org/blind.php?x=RCZ_BMF. 

2.1. Methods 

2.1.1. Participants 
A total of 135 US participants were recruited in the Prolific platform. 

We excluded participants that 25 % or more of their trials were removed. 
This left 82 participants (females = 37, mean age = 30) that were 
included in the analysis, similar to the sample used in Experiment 1. All 
the experiments were administered online using a code written in 
JavaScript that presented the images and collected responses. The 
experiment was approved by the ethics committee of Tel Aviv University 
and all participants gave their informed consent to participate in the 
study. 

2.1.2. Stimuli 
The faces at study were the same faces that were presented in Study 

1. The faces at test were the same unlearned images of the same identity 
faces that were presented at test in Study 1 and were selected based on 
their high or low similarity to the learned images (Fig. 3). Each of the 
images of the learned identities was paired with an image of a new 
identity that was randomly selected from a set of 10 new identities. 

2.1.3. Design 
The design of the Experiment is similar to the design that was used in 

Study 1 and presented in Fig. 3, with a few differences. Experiment 1 
presented the male and female identities in separate study-test sessions, 
and in Experiment 2 participants were presented with one session that 
included all 10 male and female identities. Exactly like in Experiment 1, 
the study phase included 3 images of each of 10 identities that repeated 
3 times. In the test phase new (unlearned) images of the 10 learned 
identities were presented paired with images of new identities. The new 
identities were randomly paired across participants with a same gender 
learned identity image. 

Similar to Experiment 1, in a between-subjects design, we manipu
lated two factors: the perceptual variability among different images of 
the same identity during the study phase and the perceptual similarity 
between different images of the same identity in the study and test 
phases. Each condition had two levels: perceptual variability at study 
was high or low and perceptual similarity between study and test images 
was similar or dissimilar, which resulted in a 2x2 experimental design 
(Fig. 3). 

2.1.4. Procedure 
Study phase The study phase was similar to the study phase in 

Experiment 1, except that it included one session that presented all 10 
identities. 

Test phase The test phase presented 10 face pairs. Each pair included 
a new (unlearned) image of one of the learned identities and an image of 
a new identity. The participants were asked to determine by pressing a 
right or left arrow key on the keyboard whether the face on the left or the 
right was an identity that was presented in the study phase. The test 
images were presented until response. After making their decision, the 
participants were asked to rate how confident they were in their decision 
on a scale of 1 (not at all) to 5 (very much). The time interval between 
the confidence ranking and the next stimulus was 1 s. After completing 
all trials, the participants were asked to rate for each of the 20 identities 
presented at test if they were familiar with this person before the 
experiment or not. 

2.1.5. Data analysis 
Accuracy was measured by computing the proportion of trials in 

which participants selected the correct old image. Reaction times were 
measured from the onset of the stimuli until response. 

Prior to the analysis, we excluded trials in which the response time 
was longer than 10 s (2 % of the trials) or shorter than 200 ms (0 % of the 
trials). We also excluded trials in which the participants were familiar 
with one of the identities. The participants that 25 % or more of their 
trials were excluded, they were excluded from the analysis completely. 

Raw data can be found in this OSF link: 
https://osf.io/5epxb/?view_only = c75a96b7130b4e96b467d65862 

20706f. 

2.2. Results & Discussion 

Accuracy Fig. 6 shows the proportion correct recognition of learned 
identities from novel images across the four different conditions. The 
results are very similar to results of Experiment 1 (Fig. 3). The effect of 
image variability at learning was qualified by the similarity between 
images of the same identity at study and test. Performance was better 
when the test images were similar than dissimilar to the learned images 
both when faces were learned from low variability and high variability 
(see Table 2). A 2x2 between-subjects ANOVA with study variability 
(high, low) and test similarity (similar, dissimilar) as independent var
iables, and proportion correct as a dependent variable revealed a main 
effect for test similarity F(1,78) = 41.48, p < 0.001, η2p = 0.35 as well as 
a significant interaction F(1,78) = 9.2, p < 0.005, η2p = 0.10. The effect 
of variability at learning was not significant F(1,86) = 0.006, p = 0.94, 
η2p = 0.0. Whereas these findings seem in consistent with previous re
ports, we believe that previous studies that found an advantage for high 
variability at learning but did not measure perceptual similarity be
tween study and test images, were more likely to select dissimilar images 
in the low variability condition (Fig. 2B) and similar images in the high 
variability condition (Fig. 2C). When these two conditions are compared 
in our data, we also reveal that recognition for faces that were learned 
from high variability and were tested on similar images was significantly 
better than faces that were learned from low variability and tested with 
perceptually dissimilar images (t(39) = 4.55, p < 0.001, Cohen’s d =
1.31, CI (95 %) = 0.62–1.99). 

Similar to Experiment 1, we also examined the correlations between 
image similarity at test and proportion correct across images and found 
very high correlations (Fig. 7A), similar to Experiment 1 (see Fig. 5A). 
The correlation between proportion correct and test similarity was very 
high (r(39) = 0.68, p < 0.001, CI(0.48–0.82)) (see Fig. 7B), whereas no 
correlation was found with study variability (r(39) = 0.04, p = 0.79, CI 
(− 0.27–0.35)), in line with results of Experiment 1 (Fig. 5B). This 
findings indicate that image variability alone does not determine face 
recognition, when study-test similarity is also considered. 

Reaction time A 2x2 ANOVA on reaction time of correct responses 
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revealed similar findings of a main effect of study-test similarity F(1,78) 
= 5.12, p < 0.05, η2p = 0.06 and a significant interaction F(1,78) = 8.29, 
p < 0.01, η2p = 0.10. The effect of variability at learning was not sig
nificant F(1,78) = 0.16, p = 0.68, η2p = 0.002. Table 3 reports average 
and standard deviation of RTs of the 4 conditions. 

Overall, these findings replicate results of Experiment 1 in a face 
recognition task, which is similar to previous studies that examined ef
fects of image variability on face recognition (e.g., Ritchie & Burton, 
2017, Baker et al., 2017). These findings are consistent with our sug
gestion that study-test similarity modifies effects of learning from vari
ability. These findings highlight the importance of quantitatively 
measure and independently manipulate these two factors and consider 
the critical contribution of perceptual similarity between the learned 
images and the images at test on face recognition. 

3. General discussion 

The importance of learning from high variability images has been 
recently emphasized in many studies of face recognition (Burton, 2013; 
Jenkins et al., 2011; Menon, White, & Kemp, 2015a; Ritchie & Burton, 
2017). Indeed, high variability images are more likely to be perceptually 
similar to a larger set of novel images of learned identities relative to low 
variability images (Fig. 2). Thus, the idea that learning from high vari
ability is beneficial to face identity is in line with results of better 
recognition for faces that are perceptually similar to the learned images 
(Bülthoff, Edelman, & Tarr, 1995; Tarr, 1995; Tarr & Gauthier, 1998, 
Schwartz & Yovel, 2019). Nevertheless, previous studies did not 
explicitly assess the possible interaction between image variability of the 
learned images and their perceptual similarity to the images at test. To 
test the effects of both factors, we measured the variability of the learned 

images and the perceptual similarity between the study and test images. 
Our findings show an interaction between the effects of perceptual 
similarity between the learned and test images and the variability of the 
learned images. Performance was better following learning from high 
than low variability only when the test images were similar to the 
learned high-variability images and dissimilar to the learned low- 
variability images. Thus, learning from high variability is advanta
geous because perceptually different images of the same identity are 
more likely to be similar to the learning set. When this condition is not 
met, high variability at learning may not necessarily lead to better 
performance than low variability, but the reverse effect may occur. 
Indeed, performance was best when the image at test was perceptually 
similar to low variability learned images (Figs. 4 & 6). These findings 
indicate that perceptual similarity between the study and test images 
should be considered when effects of image variability at learning are 
investigated. 

To study the mechanisms of face identification, many recent studies 
have used unconstrained images of faces, which greatly vary in illumi
nation, color, pose and expression. Whereas these images enable to 
study face identification in a more ecological manner, it is not possible to 
systematically vary their perceptual similarity as typically done in 
studies that present faces that vary in head pose or illumination in a 
controlled manner. This limitation can be addressed by measuring the 
perceptual similarity among the ambient images by an independent 
group of participants. Based on these similarity ratings, face images can 
be assigned to high and low variability conditions and their similarity to 
unlearned images can be quantitatively assessed. Previous studies that 
did not measure the perceptual similarity between faces, selected the 
face images to be presented at test in an unsystematic manner (Andrews, 
Jenkins, Cursiter, & Burton, 2015; Baker et al., 2017; Matthews & 
Mondloch, 2018; Menon, Kemp, & White, 2018; Ritchie & Burton, 
2017). As explained above, novel images are more likely to be similar to 
the learned identities in the high variability than the low variability 
condition (See Fig. 2) and lead to better performance for high than low 
variability face images as we also found in the current study (the dark 
pink and light blue bars in Figs. 4 & 6). By quantitatively measuring the 
perceptual similarity among the face images, we were able to include the 
complementary conditions showing how image similarity may modulate 
effects of learning from variability. 

Examination of the different studies that manipulated image 

Fig. 7. Scatterplots of proportion correct in the face recognition task by mean similarity scores. Each dot represents an identity. The color indicates the experimental 
condition (see Fig. 6). A. a strong correlation was found between study-test similarity and performance on the face recognition task. B. No correlation was found 
between proportion correct on the face recognition task and mean similarity scores of the study phase face images, indicating that variability at learning does not 
predict face recognition. 

Table 3 
Average (standard deviation) proportion correct and reaction times (RTs, in 
milliseconds) for the test images of the learned identities in the four experi
mental conditions.   

High Low  

Dissimilar Similar Dissimilar Similar 

Proportion Correct 0.62 (0.18) 0.76 (0.19) 0.51 (0.20) 0.88 (0.14) 
Reaction Time 3288 (1043) 3457 (1448) 4187 (1469) 2781(918)  
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variability at study and examined identity matching at test reveal 
inconsistent findings with some studies showing better performance for 
high than low variability conditions (Baker et al., 2017; Matthews & 
Mondloch, 2018; Menon, Kemp, & White, 2018; Murphy et al., 2015; 
Ritchie & Burton, 2017, Exp 1a) and others that did not support this 
hypothesis (Ritchie & Burton, 2017, Exp 1b, Ritchie et al., 2020; Sand
ford & Ritchie, 2021). We suggest that perceptual similarity between the 
learned faces and the faces at test, which was not explicitly measured in 
these studies, may account for some of these inconsistent findings. For 
example, in the study by Murphy et al., (2015), participants learned 
identities from either 6 images per identity (low variability) or 96 im
ages per identity (high variability). We propose that the better perfor
mance that was found in the high variability condition is due to the 
higher likelihood that the test picture is perceptually similar to one of 
the 96 images compared to the 6 images. The same applies also to the 
studies that used images from a Google search for the high variability 
condition and images taken from a single movie for low variability 
condition. Perceptual similarity between the learned and test faces may 
also account for studies that did not find an advantage for learning from 
high variability. For example, when images were compared to a real-life 
person (Ritchie et al., 2020), a larger number of images in a set did not 
improve identification relative to a single image probably because the 
four images were not similar enough to the real-life representation of the 
person. Manipulation of perceptual similarity between the images and 
the person seen in real life, may modify this effect. 

Another reason that was recently proposed for this discrepancy be
tween studies that examined effects of learning from variability is that 
effects of variability are only found when a memory component is 
involved in the task (Ritchie et al., 2021). This was based on reported 
findings that when images are presented simultaneously, high vari
ability does not improve face identification. In our study we found the 
effect both in a memory and a matching task. Notably, our matching task 
did involve a learning condition and is therefore different from previous 
studies that examined face matching of several images presented 
simultaneously. We suggest that results of the face matching tasks 
should be re-examined with a design similar to the current study that 
considers effects of perceptual similarity with the target image/person. 

The number of different images per identity that we presented in the 
learning phase was relatively low. Each identity was represented by 3 
images that repeated 3 times during the learning phase. Previous studies 
that manipulated the number of images at study found better perfor
mance when a larger number of images of each identity was learned (e. 
g., Murphy et al., (2015)). However, image variability and number of 
images in these studies were not independently dissociated. A recent 
study presented similar results to the findings reported in the current 
experiment. Sandford & Ritchie (2021) manipulated the variability of 
both the learned images and test images as well as the number of images 
per identity (1 /2 / 3). Their design included both low and high vari
ability images. The test faces were taken from low variability data set or 
from the high variability data set. Similar to our findings, their results 
showed no consistent benefit of exposure to high variability compared to 
low variability, which was explained by the similarity between the 
target and the array. However, a few differences between our and 
Sandford & Ritchie (2021) study should be noted. First, the way vari
ability levels were manipulated was the same as in Ritchie & Burton 
(2017). Low variability images were taken from the same video whereas 
high variability images were taken from Google image search, with no 
explicit measure of perceptual similarity. Furthermore, their definition 
of low and high variability target was based on the dataset from which 
the target was taken rather than the similarity between the array and the 
test faces. Therefore, their high variability study, low variability target 
condition was in fact parallel to what we named high variability test 
dissimilar condition. Their design therefore did not include a critical 
condition included in our study in which the test image is perceptually 
similar to at least one of the faces in the high variability array. Taken 
together, we suggest that the different results that were reported in 

previous studies that manipulated image variability at learning may be 
accounted for by the similarity between the face pairs at test, which was 
never explicitly measured. Indeed, we found a strong relationship be
tween perceptual similarity and identity matching across all face pairs 
(Fig. 5A, Fig. 7A). 

Our findings are consistent with studies that showed that face and 
object recognition are view specific (Hill et al., 1997; O’Toole et al., 
1998; Schwartz & Yovel, 2019; Tarr, 1995; Tarr & Gauthier, 1998). 
These studies indicate that our ability to generalize to novel images that 
are perceptually different from the learned images is quite limited. This 
conclusion is also consistent with the Direct fit model, which indicates 
that generalization to new examples is expected based on interpolation 
to similar examples rather than extrapolation to distant examples 
(Hasson, Nastase, & Goldstein, 2020). Indeed, in real life, people do not 
change radically across temporally close encounters and therefore in 
most cases interpolation among perceptually similar appearances en
ables intact social interactions. When people do radically change across 
encounters, either due to a large gap between encounters (e.g., a class 
reunion) or radical changes in appearance (e.g., removal of facial hair), 
supervision is typically available as part of a normal social interaction 
among people, either explicitly by indicating the identity of the person 
or by using other identity cues including voice or the content of a con
version. Thus, familiar face recognition is enabled by generalization to 
images that are perceptually similar to previously learned appearances 
together with supervision to perceptually different appearances (Yovel 
& Abudarham, 2021). 

The role of exposure to different appearances in face identification 
also raises the question of the definition of familiarity. Because face 
learning is view specific, perceptual experience is undoubtedly critical 
to reach the superb recognition that humans show for familiar faces. 
Nevertheless, even recognition of the people who are most close to us is 
limited to the appearances that we had experience with. For example, 
most of us will not recognize a picture of our colleagues and even of our 
parents or grandparents when they were 4 years old (as long as we have 
never seen their childhood pictures). This anecdotal evidence is 
consistent with results of the Before they were famous (BTWF) test, 
where identification of famous people from images at childhood is very 
poor (Russell, Duchaine, & Nakayama, 2009). This indicates that even 
extensive exposure to highly variable appearances of familiar identities 
is limited to images that are perceptually similar to the appearances we 
had experience with. The question of whether this effect is generalized 
to personally familiar faces with which we have much more experience 
should be examined in future studies. 

Finally, the benefit of variability at learning to generalization at test 
is not unique to faces. In a recent review on the way variability shapes 
learning and generalization, Raviv and colleagues (2022) indicated that 
whereas learning from high variability is challenging during training, it 
does lead to better generalization in various tasks including motor 
learning, language, categorization, reasoning, and problem solving. Our 
findings are consistent with this claim. Performance for high variability 
learned images was overall lower but better from low variability 
learning, when dissimilar images were presented at test, therefore 
improving generalization. 

In sum, the current experiment re-evaluates the role of image vari
ability at learning for face recognition. We conclude that perceptual 
similarity between face images should be considered to evaluate the role 
of learning images from high variability. We highlight the importance of 
collecting quantitative measures of perceptual similarity when assessing 
the contribution of experience in general, and image variability and 
image similarity, in particular, to performance on classification and 
recognition tasks. This is critical particularly when uncontrolled face 
images are used as rightly done in many recent studies. More generally, 
effects of image variability at learning and image similarity at test dis
cussed here are not limited to face recognition and are likely to apply to 
the learning and classification of any other perceptual stimuli (e.g., 
voices, objects) as well as other cognitive domains (Raviv et al., 2022). 
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