'.) Check for updates

Received: 6 September 2025 Accepted: 26 November 2025

DOI: 10.1111/bjop.70047

20~ the british
§\ psychological society

promoting excellence in psychology

COMMENTARY

How AI can advance psychological science

Galit Yovel

School of Psychological Sciences, Sagol School
of Neuroscience, Tel Aviv University, Tel Aviv, Abstract

Isracl Artificial intelligence (AI) has transformed scientific inquiry

across disciplines, including the psychological sciences. In

Correspondence
Galit Yovel, School of Psychological Sciences, psychology, Al serves not only as an analytic tool but also
Sagol School of Neuroscience, Tel Aviv as a computational model of the very processes the field

University, Tel Aviv, Israel. . . . 2
] seeks to explain. In this commentary, I highlight several

ways in which Al can advance fundamental questions
Funding information in psychological science beyond traditional approaches,
Israel Science Foundation 9 aila o

thanks to its unprecedented ability to generate high-level
perceptual and cognitive human-like representations.
These developments provide psychologists with powerful
new tools that, if embraced, can significantly advance our
understanding of the human mind and behaviour.

Email: gality@tauex.tau.ac.il

KEYWORDS

computational modelling, language, methodology, perception

The rapid emergence of artificial intelligence (AI) has transformed scientific inquiry across disciplines,
from engineering and the exact sciences to biology, medicine and, more recently, the social sciences
and humanities. This transformation is driven by Al's unparalleled capacity to handle vast and complex
datasets, uncover hidden patterns and produce predictive models with accuracy that exceeds traditional
approaches. These abilities of AI algorithms also benefit the psychological sciences. Yet Al offers psy-
chology an additional unique advantage, serving not only as an analytic tool, but also as a computational
model of the very processes that psychology seeks to explain. This dual role opens new avenues for
understanding human minds and behaviours, with significant implications for theory, experimentation
and application. Below I outline several ways in which the impact of Al on experimental psychology is
already emerging and is likely to shape future research.

AI ALGORITHMS AS MODELS OF THE HUMAN BRAIN AND MIND

The first AI models to achieve human-level performance — astonishing both computer and cognitive
scientists — were object and face recognition systems (Krizhevsky et al., 2012, Taigman et al., 2014).
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These were followed by reinforcement learning algorithms that went on to defeat world champions in
chess and Go (Silver et al., 2016), and, more recently, by large language models capable of generating
text and communicating in a human-like manner (Brown et al., 2020). These advances raise a central
question: Do such systems perform cognitive tasks in ways similar to humans?

Early studies of the visual system have shown strong correspondences between the hierarchical pro-
cessing of low- to high-level features in deep convolutional neural networks (DCNNs) and the primate
visual cortex (Khaligh-Razavi & Kriegeskorte, 2014; Yamins & DiCarlo, 2016). Similar parallels have
since been found for behavioural vision effects (e.g. other race effect; Weber's law) (Dobs et al., 2023;
Jacob et al.,, 2021; Phillips & White, 2025, this volume), and studies with large language models also
revealed high similarity with human behavioural and neural responses in language tasks (Caucheteux
& King, 2022; Goldstein et al., 2022). While these and many other similar findings revealed unprece-
dented convergence between humans and computational models, clear cases remain where Al diverges
from human representations (e.g. Bowers et al., 2023). These discrepancies may reflect key gaps be-
tween current algorithms and humans, such as differences in learning processes, architecture and train-
ing data, which future research is likely to address (see challenges, limitations and future directions).
Importantly, such divergences are not only shortcomings but may highlight unique aspects of human
cognition that future models may or may not converge on (e.g. Butlin et al., 2023).

THE ROLE OF EXPERIENCE IN SHAPING HUMAN
COGNITION

One of psychology's most fundamental questions is how experience shapes human cognition. However,
it is impossible to systematically study and manipulate humans' naturalistic experience in experimental
settings to test its causal effect on human behaviour. Here, deep learning algorithms offer a unique
opportunity: experimenters can fully control their training data and optimization objectives, and test
how systematically changing them affects the emergence of human-like behaviour (Kanwisher, Khosla,
et al.,, 2023). For example, studies show that DCNNs produce human-like face-specific effects when
trained to classify faces, but not when trained to classify objects, (Abudarham et al., 2021; Kanwisher,
Gupta, et al.,, 2023; Yovel et al.,, 2023) supporting the hypothesis that these effects do not simply
emerge from domain-general visual computations but instead require machinery specialized for faces.
It remains an open question whether the experience provided to deep learning algorithms corresponds
only to developmental exposure or also reflects evolutionary factors that manifest as innate human
predispositions.

DECOMPOSING THE MIND INTO ITS COMPONENTS

The ability to train deep learning algorithms on specific modalities in isolation can be used to dis-
entangle components of cognition that are hard to separate in biological minds. For example, when
humans see the face of a famous person two processes are intertwined: recognizing its visual fea-
tures and retrieving conceptual knowledge. In Al, these visual and semantic representations can
be separated by training models exclusively on images (purely visual representations) or language
(purely semantic representations). By calculating the unique variance each model explains in human
neural and behavioural data, researchers can determine their relative unique contributions in differ-
ent cognitive and brain systems (Shoham, Broday-Dvir, et al., 2024; Shoham, Grosbard, et al., 2024).
The same logic can be extended to other modalities and systems (e.g. music, voice, speech), offering
a framework for dissecting the building blocks of cognition, which are intermixed in human mental
representations.
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IMPROVING AND ENRICHING PSYCHOLOGICAL
MEASURES

Al, and in particular large language models (LL.LMs), also expands the tools available for measuring
psychological constructs. A long-standing challenge in psychological sciences is converting complex
phenomena — such as fear or extraversion — into quantitative measures. A common, justified, criticism
of experimental psychology is that this reductionism fails to capture the richness and idiosyncrasies of
the constructs it seeks to measure: fear, for example, is more than a galvanic skin response (GSR) or a
score on an anxiety questionnaire. One of Al's most significant contributions is the ability to transform
free-text descriptions into high-dimensional feature vectors that represent their semantic content. These
representations enable quantitative analysis of subjective experiences without constraining them to fixed
questionnaire items, making it possible to capture nuanced, context-rich and individualized accounts
of experience, with particular promise for clinical psychology (Laricheva et al., 2024, this volume),
personality research (Jones et al., 2024, this volume), emotion science, creativity (Kern et al., 2024, this
volume) and other fields where traditional simplified measures often fail to convey the full complexity
of the phenomena being studied.

CHALLENGES, LIMITATIONS AND FUTURE DIRECTIONS

While these examples illustrate the many ways Al can advance psychological science, there are still
important challenges and unanswered questions. A common criticism is that using Al to understand
the mind is like replacing one black box with another. Although we can train these systems to perform
tasks at human-level performance, we do not fully understand the representations they form or the
mechanisms they use to solve the task. Yet, psychologists' expertise in studying the black box of the
human mind for the past century can be valuable for uncovering the black box of AI algorithms.
Visualization techniques, analysis of representational geometry and controlled manipulations (e.g.
ablations, training data) are some of the ways that can shed light on the nature of Al representations
and their correspondence to human cognition. Moreover, Al explainability is a rapidly evolving field
of research, and insights from it can directly inform the study of the brain and mind (Qi et al., 2024;
Sano et al., 2024; Soydaner & Wagemans, 2024, this volume). Many of the current gaps between Al
and humans are likely to narrow as advances in training, architectures, multimodality, embodiment
and inter-agent communication (He et al., 2024, this volume) make AI more human-like. AT holds
the potential to fundamentally advance psychological science by providing rigorous, scalable tools and
computational models capable of elucidating the mechanisms underlying high-level human cognition.
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