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A B S T R A C T

One of the most remarkable human abilities is extracting relations between objects, words or ideas – a process
that underlies perception, learning and reasoning. Yet, perhaps due to its complexity, surprisingly little is known
about the neural basis of this fundamental ability. Here, we examined EEG waveforms evoked by different types
of relations, conveyed by pairs of images. Subjects were presented with the pairs, that were either associatively
related, abstractly related or unrelated, and judged if they were related or not. Evidence for a gradual mod-
ulation of the amplitude of the N400 and late negativity was found, such that unrelated pairs elicited the most
negative amplitude, followed by abstractly-related pairs and lastly associatively-related ones. However, this was
confined to first encounter with the pairs, and a different, more dichotomous pattern was observed when the
pairs were viewed for the second time. Then, no difference was found between associatively and abstractly
related pairs, while both differed from unrelated pairs. Notably, when the pairs were sequentially presented, this
pattern was found mostly in right electrodes, while it appeared both in left and right sites during simultaneous
presentation of the pairs. This suggests that while two different mechanisms may be involved in generating
predictions about an upcoming related/unrelated stimulus, online processing of associative and abstract se-
mantic relations might be mediated by a single mechanism. Our results further support claims that the N400
component indexes multiple cognitive processes that overlap in time, yet not necessarily in neural generators.

1. Introduction

Relational processing – the ability to judge the relations between
two separate elements, and to integrate them into a new representation
(Goodwin and Johnson-Laird, 2005; Halford et al., 1998; Hummel and
Holyoak, 2003; Doumas et al., 2008) - is considered a key feature of
higher cognition, fundamental for multiple functions, such as rea-
soning, planning, language comprehension and acquisition, learning
and decision-making. Accordingly, it is held by some to be the main
evolutionary step separating humans from other primates (Halford
et al., 2010; Vendetti and Bunge, 2014; Gentner, 2010). Indeed, hu-
mans are continuously engaged in relation processing, and do so in a
seemingly effortless manner; as babies, we pick up associations between
words by using analogical-comparison processes like structural align-
ment, which aid language acquisition (Gentner and Namy, 2006) and
general cognitive development (Gentner, 2016). Similarly, we detect
and capitalize on associative relations between objects in our en-
vironment in an automatic manner, hereby facilitating object recogni-
tion and scene comprehension (Bar, 2004).

More formally defined, relational processing is the binding between

a relation symbol (or a predicate) and a set of ordered tuples of ele-
ments (Halford et al., 2010). To be regarded as a relation, as opposed to
an attribute, the tuple should have at least two elements (e.g. PUSH
(x,y) or even RELATED(x,y) is a relation, while SMALL (x) is an attri-
bute; Gentner, 1983). A further distinction is typically made between
relational processing and mere associations (Keppel and Postman,
1970), that are based on co-occurrences in language (McNamara, 1992;
Plaut, 1995), and assumed to reflect word use, rather than word
meaning (Thompson-Schill et al., 1998); the latter are held to be sup-
ported by spreading activation, being a more reflexive and automatic
process (Neely, 1977; Collins and Loftus, 1975; Tversky, 1977). Rela-
tional processing, on the other hand, is typically considered to be based
on semantics and structure-consistent mappings (Halford et al., 2010),
which are more reflective and demanding processes (Gentner, 1983).

Within the realm of relational processes, previous literature has
suggested several taxonomies for relation types – based on structure,
content, or strength. Structure-wise, relations can be classified based on
relation complexity (Kroger et al., 2004), differentiating between first-
order and second-order relations, for example. This could take the form
of predicates that bind first-order relations into an abstract relational
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structure. (e.g., if COLLIDE (x,y) and STRIKE (y,z) are first-order pre-
dicates, CAUSE [COLLIDE (x,y), STRIKE (y,z)] is a second-order;
Gentner, 1983). Others consider second-order relations to index rela-
tions between relations. For example, when subjects compare pairs of
words/pictures, and determine if they convey the same or different
relations, like BIRD:NEST:BEAR:CAVE, vs. BIRD:NEST:FORK:EAT;
(Spellman et al., 2001; see also Cho et al., 2009; Vendetti and Bunge,
2014). A content-based classification differentiates relations type based
on their meaning (e.g., Vendetti and Bunge, 2014): for example, vi-
suospatial relations (e.g., the spoon is to the right of the cup), numerical
relations (e.g., 3 is smaller than 7), temporal relations (e.g., the com-
puter turns on after pushing the button), and semantic relations (e.g., a
knife is used to cut bread). Finally, some studies relied on relation
strength, differentiating between strongly-related and weakly-related
pairs of words (e.g., Kutas et al., 1988; see also Lau et al., 2013 for a
similar manipulation with sentences) or pictures of objects (e.g.,
McPherson and Holcomb, 1999). In the latter study, pairs of semanti-
cally related objects were judged by subjects for relations' strength, and
were accordingly classified to highly-related, moderately-related and
unrelated pairs. Relations strength affected both subjects’ behavior on
judging if the pairs are related or not (being faster for highly related
than for moderately related), and the evoked neural response (an N400
effect; see below).

Yet in the above study, relations – both strong and weak – were
based on simple associations. That is, objects were considered to be
related if they tended to co-appear (e.g., be associatively related, like
hamburger and fries). Notably, such associative relations are different
for objects than for words: when using verbal stimuli, associative re-
lations rest on co-occurrence in language, so that more arbitrary asso-
ciations can also be formed. For example, the words ‘iceberg’ and ‘let-
tuce’ are associatively, but not semantically, related (Thompson-Schill
et al., 1998). For objects, on the other hand, associative relations rest on
co-occurrences in the external world, within specific contexts or scenes
(Bar, 2004; Gronau et al., 2008). Thus, the latter almost inevitably
imply semantic relatedness, and are not arbitrary.

This allows us to suggest a different classification of relations within
the semantic domain: relations that rest upon co-occurrences, like the
ones studied above (e.g., pictures of a flower and a funnel), vs. more
abstract, conceptual relations, in which a common concept ties between
the objects, rather than their tendency to co-appear (e.g., pictures of a
flower bud and a baby; flower buds do not necessarily appear next to
babies in real life, but they are still semantically related to them, as both
convey the concept of ‘beginning’). While associative relations, which
are based on co-occurrences, could be based on mechanisms of statis-
tical learning or combinatorial semantics (e.g., Pulvermüller, 2013),
more abstract relations might rely semantic knowledge, possibly in-
volving also metaphorical processing (Holyoak and Stamenković,
2018). Alternatively, the two relations types might not involve different
mechanisms, but rather differ only by strength; that is, one might claim
that understanding the relations between a flower bud and a baby is
simply a matter of greater semantic distance between the two, as
compared to understanding the relations between a flower and a funnel.

This question has not yet been directly addressed, but findings from
previous studies can be taken as evidence for each of these two alter-
natives. Abstract relations – defined here as relations between objects
that do not tend to co-appear yet are still judged as related, or con-
veying a common concept – may indeed require more metaphorical
reasoning, when deciphering the relations between the items. Such
reasoning can be evoked by pictorial stimuli, as metaphors are not re-
stricted to a specific modality but are fundamentally conceptual
(Lakoff, 1993; Forceville, 2007). Thus far, however, metaphorical re-
lations have been studied mostly using words (e.g., presenting pairs like
‘lucid mind’ and ‘transparent intention’, as opposed to literal pairs like
‘burning fire’ or ‘problem resolution’; (Arzouan et al., 2007; very few
studies, mostly focusing on advertisement and marketing, also probed
visual metaphors: see Forceville, 2007; Indurkhya and Ojha, 2017;

Ortiz et al., 2017; Ortiz, 2011)). In the above studies, metaphorical
pairs evoked neural markers of enhanced processing, suggesting that
they might either demand more processing resources (Arzouan et al.,
2007; Schneider et al., 2014; De Grauwe, Swain, Holcomb, Ditman &
Kuperberg, 2010; Coulson and Van Petten, 2002) or require additional,
different mechanisms altogether (Arzouan et al., 2007; Mashal et al.,
2007). In addition, some studies suggest differential hemisphere in-
volvement in metaphor processing (Arzouan et al., 2007; Schmidt and
Seger, 2009; Schmidt et al., 2010; Cardillo et al., 2012; Schneider et al.,
2014; Stringaris et al., 2007; though see Rapp et al., 2012; Coulson and
Van Petten, 2007, which found no such differences).

Outside the field of metaphor processing, abstract knowledge in
general – either involving understanding abstract terms (Christoff et al.,
2009), abstract rules (Badre & D'esposito, 2009) or more abstract re-
lations (Krawczyk et al., 2010) – was suggested to involve unique
neural substrates, being more anterior along a caudal-rostral axis
(Badre & D'esposito, 2009; Christoff et al., 2009; Pulvermüller, 2013).
Arguably, more anterior prefrontal areas combine different meanings of
more abstract categories, so that the word ‘seed’, for example, gradually
becomes connected to more complicated concepts, from ‘a seed of an
idea’ to the concept of the ‘lifecycle’ (Speed, 2010). And so, specialized
anterior areas are held to be needed for processing relations of greater
complexity and wider semantic connections. Based on these findings,
then, one might expect abstract relations to involve qualitatively dif-
ferent mechanisms than associative relations.

Alternatively, relations judgments – whether associative or abstract
– might simply rely on finding a match between automatically activated
verbal associations (Neely, 1977; Collins and Loftus, 1975; Tversky,
1977), evoked by each pictorial stimulus. That is, when the two pictures
appear, each of them activates a series of related concepts (or nodes);
once a match is made, so that the same node is activated by both pic-
tures, they are judged to be related. Under this account, then, asso-
ciative and abstract pairs will only quantitatively differ in ease of
reaching a match, and not in the underlying processing mechanism.

Critically, these two alternatives imply different predictions about
their electrophysiological correlates. If abstract relations only quanti-
tatively differ from associative relations, one should expect the two
types of relations to evoke the same component, possibly modulating its
strength (i.e., its amplitude). Such effects are more likely to be found for
three components. The first is the widely studied N400 (Kutas and
Hillyard, 1980a, 1980b; see Kutas and Federmeier, 2011 for an ex-
haustive review). N400 was first described by Kutas and Hillyard
(1980a; 1980b) as a more negative deflection occurring 300–500ms
post-stimulus for unexpected sentence endings compared to expected
ones (Kutas and Hillyard, 1980a, 1980b). Interestingly, N400 amplitude
is known to be modulated by relations' strength, with strongly-related
pairs evoking the weakest amplitude, moderate relations yielding an
intermediate amplitude, and unrelated pairs giving rise to the strongest,
most negative amplitude. This was found both for object pairs
(McPherson and Holcomb, 1999; see also Barrett and Rugg, 1990; Ganis
et al., 1996 for use of objects, yet without manipulating relations
strength) and for words (Frishkoff, 2007; Kutas and Hillyard, 1984). In
the metaphors literature, a similar modulation of N400 amplitude was
reported on the literality-metaphoricity or ‘novelty’ axis, such that lit-
eral pairs showed the weakest N400 amplitude, followed by conven-
tional metaphors, which in turn elicited weaker waveforms than novel
metaphors, and lastly unrelated pairs evoked the most negative,
strongest N400 (Arzouan et al., 2007; De Grauwe, Swain, Holcomb,
Ditman & Kuperberg, 2010; Coulson and Van Petten, 2002).

Several different interpretations of the N400 component have been
offered. Some claim that it indexes semantic integration or combina-
torial processes (Brown and Hagoort, 1993; Hagoort and Brown, 1994;
Holcomb and Mcpherson, 1994; Friederici et al., 1999; McPherson and
Holcomb, 1999; Kutas and Van Petten, 1994), where novel concepts are
integrated or combined into the current representation (Baggio and
Hagoort, 2011). Yet a more current and widely accepted view claims
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that integration only occurs later in the processing stages (see below),
and suggest that the N400 actually reflects the violation of previously-
laden expectations (Federmeier and Kutas, 1999, 2001; 2002;
Federmeier, 2007), or retrieval from long term memory (Kutas and
Federmeier, 2011; Lau et al., 2008; Arzouan et al., 2007; De Grauwe
et al., 2010). Finally, recent opinions point to a more complex view,
contending that both prediction processes influencing semantic re-
trieval and plausibility assessment processes affecting combinatorial or
integration processes might be reflected in the N400 time-window
(Nieuwland et al., 2019). Critically, under all interpretations, if indeed
abstractly-related and associatively-related pairs (henceforth, ‘abstract
pairs’ and ‘associative pairs’) lie on a continuum, a gradual modulation
of N400 should be evoked. This is because abstract pairs should be
harder to integrate, less expected and harder to retrieve than associa-
tive pairs (in which the items possibly also share greater semantic
feature overlap; Neely, 1977), but easier to integrate, more expected
and easier to retrieve than unrelated pairs. Such a result will be in line
with previous findings where relations strength (McPherson and
Holcomb, 1999; Barrett and Rugg, 1990) or metaphoricity (Arzouan
et al., 2007; De Grauwe, Swain, Holcomb, Ditman & Kuperberg, 2010;
Coulson and Van Petten, 2002) were manipulated.

The second component of interest is the Late Negativity, found
mainly using words – either related/unrelated (Lau et al., 2013) or
literal/metaphorical (Coulson and Van Petten, 2002; De Grauwe et al.,
2010; Yang et al., 2013) – but also with pictorial stimuli (Cohn and
Kutas, 2015). The Late Negativity immediately follows the N400, and is
held to reflect reinterpretation processes, especially when integration is
harder to achieve (e.g., when a novel meaning should be formed, or
distant integration of meaning is required). Notably however, Late
Negativity was also found in memory studies, where it was interpreted
as a marker of working memory load (King and Kutas, 1995; Mecklinger
and Pfeifer, 1996; Ruchkin et al., 1992; Steinhauer et al., 2010;
Friederici et al., 1999).

Finally, the Late Positivity Component (LPC; sometimes referred to
as P600; Rataj, Przekoracka-Krawczyk & van der Lubbe, 2018; DeLong
et al., 2014; note though that others claim this component is actually
the P3b component, indexing novelty/unexpected events; Bornkessel-
Schlesewsky et al., 2011; Coulson et al., 1998) refers to a group of
positive waves that sometimes also follow the N400. They are assumed
to index integration and reanalysis in the face of anomalies or con-
flicting representations, for the purpose of arriving at a coherent and
reasonable interpretation/representation of the stimuli (Brouwer et al.,
2012; Kuperberg, 2007; Van de Meerendonk et al., 2009). A more
nuanced distinction is made between a more left-frontal LPC related
more to prediction mismatch and suppression of a predicted word to
allow for integration of the actual input (Federmeier, 2007; Ness and
Meltzer-Asscher, 2018) and a more parietal one related to plausibility
violations (Nieuwland et al., 2019; Van Petten and Luka, 2012; DeLong
et al., 2014). Notably, several studies yielded conflicting results re-
garding the LPC, where in some studies its amplitude was larger for
novel, unexpected but plausible stimuli, compared with both expected
and plausible stimuli and unexpected but implausible stimuli (Coulson
and Van Petten, 2002; De Grauwe et al., 2010; Weiland et al., 2014)
And in other studies, the opposite effect was found, with unexpected
but plausible stimuli evoking a smaller LPC than expected and plausible
stimuli (Arzouan et al., 2007; Rutter et al., 2012; Goldstein et al., 2012;
Rataj, Przekoracka-Krawczyk & van der Lubbe, 2018). These conflicting
results were suggested to reflect an interaction between the LPC and the
Late Negativity, given their overlapping time window (Rataj et al.,
2018). Because abstract pairs might require additional resources in
later stages of reanalysis, they might evoke a larger LPC amplitude than
associative or unrelated pairs, but may also show larger late negativity
amplitude than associative pairs since only in the abstract condition a
novel meaning should be processed.

Alternatively, if abstract pairs evoke some unique mechanism, a
non-linear, non-gradient-like pattern should be found. This could either

be manifested, for example, by laterality effects of relations’ type (e.g.,
Arzouan et al., 2007; Schneider et al., 2014), or by some unique com-
ponent which has yet to be found (as our experimental contrast has yet
to be performed in previous studies), evoked only by abstract pairs and
not by associative ones.

Accordingly, in two experiments we presented pairs of images that
were either associatively related (i.e., tending to co-appear), abstractly
related (i.e., semantically related though not tending to co-appear), or
unrelated. In the first experiment, pairs were sequentially presented,
while in the second they were simultaneously presented, to distill ef-
fects of expectations and online-relations processing. EEG was recorded
while subjects explicitly judged if the pairs were related or not. We
focused on the 300–500ms and 500–700ms time windows, in line with
our components of interest, and hypothesized that a gradual modula-
tion of amplitude in the expected order (unrelated-abstract-associative)
should be found, given the above. We further reasoned that an addi-
tional, non-linear/gradual difference (e.g., in the lateralization of the
effect), would imply also a qualitative mechanism for processing ab-
stract relations.

2. Experiment 1

2.1. Introduction

Experiment 1 was aimed at examining the waveforms evoked by
associative, abstract and unrelated pairs, presented sequentially. That
is, first one image in the pair was presented, and then a second image
followed. This follows previous studies, which typically used sequential
presentation to probe relation processing (e.g., McPherson and
Holcomb, 1999) and evoke priming from the first item to the second
(Neely, 1977; Neely et al., 1989). We focused our search for a gradual/
non-gradual effect on the time windows of the N400 (Kutas and
Federmeier, 2011) component and that of the LPC (Rataj et al., 2018;
DeLong et al., 2014) and Late Negativity (Coulson and Van Petten,
2002; De Grauwe et al., 2010; Lau et al., 2013; Yang et al., 2013).

2.2. Methods

2.2.1. Participants
Sixteen Tel Aviv University students participated in Experiment 1 (10

Females, 15 right handed, mean age=24.50, SD=1.80) for course credit
or monetary compensation (∼10$ per hour). All subjects reported normal
or corrected-to-normal vision, no color blindness, no diagnosed psychiatric
or neurological disorders, and no diagnosed hyperactivity or attention
disorders. All subjects signed an informed consent to participate in the
study, which was approved by the ethics committee of Tel Aviv University.
Two additional subjects were excluded from the study due to high artifact
rejection or lower consistency in the abstract condition resulting in less
than 30 trials per condition. The study, including these exclusion criteria,
was preregistered in the OSF website (https://osf.io/c56bu/?view_only=
6c664c3514a34ce294c3deb1cc76753a), where all data and experimental
codes are also available. Sample size was determined based on the work of
McPherson and Holcomb (1999), which is most similar to our study. As
their paper did not include the exact measures used to determine sample
size (i.e., variance measures or effect sizes), we could not assess power and
compute required sample size. Thus, we decided to use a sample size
which is 1.5 times larger than theirs (N=12). Note that the sample size in
Experiment 2 was already based on the results of Experiment 1 (see
below).

2.2.2. Stimuli
The stimuli consisted of pairs of images depicting common objects,

persons or scenes, taken from Internet sources. The images were mod-
ified in Photoshop CS6: the critical stimuli were cut from their original
background and inserted into a grey (RGB: 128, 128, 128) background,
and the entire image was resized to 1200×850 pixels and 300 dpi. The
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creation of the stimuli bank began with the abstract pairs and continued
to the other pairs, in the following manner: originally, sixty-nine pairs
were created so they would convey abstract relations (e.g., a dying out
candle and an old man conveying the concept of End; see Fig. 1C). To
each image in these pairs, an additional image of an object, a person or
a scene, that tends to co-appear with that image was added, so to form
two pairs that convey associative relations (e.g., matches for the candle,
a walker for the old man; see Fig. 1C). Then, two other images – serving
as associative counterparts for other abstract pairs - were used to create
the unrelated pairs (e.g., candle and a lamb, old man and an ostrich; see
Fig. 1C). Thus, the original stimuli bank contained 69 abstract, 138
associative and 138 unrelated pairs. For each pair, an additional version
was prepared including different exemplars of the same objects, persons
or scenes (e.g., different matches and a different candle; see Fig. 1C).
This second set, consisting of the same pairs yet with different pictures
or exemplars, was used to minimize the repetition between blocks (see
below; critically, block assignment was randomly determined for each
pair, so there were no systematic differences between blocks. That is, it
was not the case that set 1 was used for block 1 and set 2 was used for
block 2). Therefore, there were two sets, 345 pairs each, which were
identical conceptually but not perceptually.

To validate the stimuli, a pilot experiment (N= 15, 9 Females,
mean age=24.5, SD=2.72) was conducted in the lab, and a more in-
depth on-line survey (N=157, 82 Females, mean age= 29.5,
SD=4.53) was conducted on Qualtrics platform (the full results of
both will be reported elsewhere). Here, we focus on three questions
from the pilot and validation survey that were used in order to select
stimuli for the current experiments: (a) are the pairs related or not; (b)
what is their relation type, among three options: ‘simple’, ‘abstract’ and
‘unrelated’ (the word ‘simple’ was used since we did not think subjects
would easily comprehend the meaning of associative relations); (c) if
related, rate the strength of the relation on a 1 (very weak) to 5 (very
strong) Likert scale. The 210 highest scoring pairs were chosen based on
Question (a) - pairs that had the highest consistency with our pre-
defined stimulus category of related or unrelated. So the final stimuli
list for these studies includes two sets of 35 abstract related pairs, two
sets of 35 associative related pairs and two sets of 35 unrelated pairs.

The relations of the chosen pairs were rated by most subjects in line
with our predefined relations types (Qa), and relation strength was also
consistent with our definitions (Qc). Relation type, measured in the
online survey, further matched our classifications (Qb). Table 1 sum-
marizes all results, collapsed across both sets, as well as separately.
Importantly, the two sets were well correlated with one another, both
with respect to relations judgements and even more so, to relations’
strength.

In addition to the above stimuli, two sets of “novel unrelated” pairs

were created, which – unlike the previous classes of pairs – included
objects, persons or scenes that did not appear in any of the other con-
ditions (see again Fig. 1C). This condition was created as a filler, in
order to equate the number of “related” vs. “unrelated” trials in the
experiment, hereby avoiding any response biases.

2.2.3. Apparatus
Stimuli were presented on a 24″Asus LCD HDMI monitor

(VG248QE) with 1920*1080 pixels and 144-Hz refresh rate, using
Matlab and Psychtoolbox 3 (Brainard and Vision, 1997; Pelli, 1997).
They appeared on a grey background (RGB: 128, 128, 128) at the center
of the screen (9.5°× 6.4° visual angle). Subjects were sited in a dimly lit
room 60 cm away from the screen.

2.2.4. Procedure
The experiment included 280 self-paced trials, divided into two

blocks with three breaks, one in the middle of each block and another
between blocks. In each block, half the trials included an unrelated pair
(unrelated/novel unrelated), and the other half – a related pair (asso-
ciative/abstract). All 140 pairs (70 related: 35 Abstract, 35 Associative,
70 Unrelated: 35 Unrelated, 35 Novel unrelated), were presented in
each block, and were accordingly repeated in the second block, yet at a
different presentation order and using different exemplars (Fig. 1C; e.g.
left pairs were presented in block 1 and right pairs – in block 2 but in a
different order). Thus, each participant saw 70 pairs in each condition
across the two blocks. Accordingly, subjects were conceptually exposed
to each pair twice, but perceptually – only once, given that different
exemplars were used. Importantly, the assignment of exemplars to the
different blocks was randomly determined for each subject, so to avoid
any systematic differences between blocks (i.e., in each block subjects
saw a mixture of stimuli from set 1 and 2). Any concern for systematic-
low level differences between the conditions was further minimized
thanks to the fact that each picture in the abstract condition appeared
also in the two other conditions, and the appearance in each condition
was randomized between subjects.

Trials were pseudo-randomly intermixed with the constraint that no
condition repeats in more than three consecutive trials and no object,
person or scene appears more than once within five consecutive trials.
The order of the stimuli's first and second appearance within block, and
between blocks, was random and unique for each subject.

At the beginning of the experiment, subjects were explained that
their task is to determine if the pairs are related or not. They were
advised to use two guiding questions: first, whether most people would
agree that the pair is related, and second, whether they can think of a
word that conveys the relation between the two. Then, the experiment
began with eleven practice trials, in which feedback from the

Fig. 1. Trial procedure in Experiment 1 (A) and 2 (B), as well as examples for stimuli pairs in the different conditions (C): two exemplars (left, right columns) of a pair
used in the experiments: matches and a burning candle which tend to co-appear (Associative relation in dark blue), an old man and a dying out candle, conveying the
concept of “End” while not tending to co-appear (Abstract relation in light blue), an old man and an ostrich (Unrelated in red) and a milk bottle and a sword – filler
added to the experiment to equate the number of related and unrelated trials throughout the experiment (not analyzed; Novel Unrelated in light grey).
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experimenter regarding the use of the two questions was given. During
every break, subjects were reminded of these instructions and the use of
the questions to make sure they stay focused and motivated. No feed-
back on their performance was given.

Each trial began with a fixation jitter of 1000–1500ms, followed by
a 400ms presentation of the first image of the pair. Then, a blank screen
with a fixation cross appeared for 600ms, followed by the presentation
of the second image of the pair, again for 400ms. Finally, another blank
appeared for 800ms, followed by a question (“related/unrelated?”) to
which the subject responded by pressing with the right hand the right/
left arrow keys (key assignment counterbalanced between subjects).
This was followed by a second question (“How strongly related?”),
prompting subject to rate the strength of the relation on a Likert scale of
1= not related at all, to 5= strongly related, with the left hand
(Fig. 1A).

2.2.5. ERP recording
EEG was recorded from 64 electrodes (BioSemi Active Two system,

the Netherlands) mounted on a cap following the extended interna-
tional 10/20 system. Seven additional electrodes were used: two lo-
cated on the mastoid bones, one located on the tip of the nose and four
EOG channels: two placed at the outer canthus of each eye for hor-
izontal eye movement monitoring, and two under and above the right
eye for vertical eye movement monitoring. EEG was digitized at a
sampling rate of 512 Hz, using a High pass filter of 0.05 Hz and no low-
pass filter. Electrode impedances kept below 20 Kv.

2.2.6. ERP analysis
Preprocessing was conducted using the “Brain Vision Analyzer”

software (Brain Products, Germany)For consistency with previous N400
studies (Kutas and Federmeier, 2011), data from all channels was re-
ferenced offline to the average of the mastoid channels. The data was
digitally high-pass filtered at 0.1 Hz (24dB/octave) to remove slow
drifts, using a Butterworth zero-shift filter, and then digitally notch-
filtered at 50 Hz to remove electrical noise. Bipolar EOG channels were
calculated by subtracting the left from the right horizontal EOG
channel, and the inferior from the superior vertical EOG channels, to
emphasize horizontal and vertical eye movement artifacts. The signal
was cleaned of blink and saccade artifacts using Independent Compo-
nent Analysis (ICA) (Jung et al., 2000). A semi-automatic artifact re-
moval procedure was used to detect and remove segments with artifacts
(amplitudes exceeding 100mV, differences beyond 100mV within a
200ms interval, or activity below 0.5mV for over 100ms). Specific
channels exceeding 20% rejection rate on valid trails were interpolated
(spline, Order: 4, Degree: 10, Lambda: 1E-05) resulting in one subject
having three electrodes interpolated in Experiment 1, and one subject

having one electrode interpolated in Experiment 2.
EEG data was segmented into 1000-ms long epochs starting 100ms

prior to the second image onset. Trials in which subjects gave the wrong
answer, took longer than 5s to respond or had reaction times (RTs)
longer than three standard deviations from their average in each con-
dition were excluded. Segments were then averaged separately for each
condition (means and SD of the average number of trials for each
condition that were included in the analysis: novel unrelated
[Experiment 1: M=62, SD=4; Experiment 2: M=58, SD=6], un-
related [Experiment 1: M=60, SD=6; Experiment 2: M=58,
SD=7], abstract [Experiment 1: M=55, SD=8; Experiment 2:
M=52, SD=6], associative [Experiment 1: M=62, SD=4;
Experiment 2: M=62, SD=3]). Average waveforms were low-pass
filtered using a Butterworth zero-shift filter with a cutoff of 30 Hz, and
the baseline was adjusted by subtracting the mean amplitude of the pre-
stimulus period of each ERP from all the data points in the segment. For
visual purposes alone the waveforms for the graphs were low-pass fil-
tered using a Butterworth zero-shift filter with a cutoff of 12 Hz.

To reduce the number of comparisons, electrode data was pooled to
nine areas (Left, Middle, Right X Frontal, Central, Parieto-Occipital;
Mudrik, Lamy & Deouell, 2010; Mudrik et al., 2014: Left Frontal [Fp1,
AF3, AF7, F3, F5, F7]; Middle Frontal [Fpz, AFz, Fz, F1, F2]; Right
Frontal [Fp2, AF4, AF8, F4, F6, F8]; Left Central [FC3, FC5, FT7, C3,
C5, T7, CP3, CP5, TP7]; Middle Central [FCz, FC1, FC2, Cz, C1, C2, CPz,
CP1, CP2]; Right Central [FC4, FC6, FT8, C4, C6, T8, CP4, CP6, TP8];
Left Parieto-Occipital [P3, P5, P7, P9, PO3, PO7, O1]; Middle Parieto-
Occipital [Pz, P1, P2, POz, Oz, Iz]; Right Parieto-Occipital [P4, P6, P8,
P10, PO4, PO8, O2]).

Two types of analyses were conducted (both preregistered). First, in
a ‘Time of interest’ analysis, we compared the average amplitude within
pre-defined windows of 300–500ms and 500–700ms, using a three-
way ANOVA with Region (Frontal, Central, Parieto-occipital),
Laterality (Left, Midline, Right) and Relation type (Unrelated,
Associative and Abstract) as factors (the novel unrelated condition was
not analyzed, as it was merely a filler condition). In all ANOVA ana-
lyses, Greenhouse and Geisser (1959) correction was used where
needed (epsilon and uncorrected degrees of freedom are reported;
Picton et al., 2000). The Benjamini–Hochberg procedure (Benjamini
and Hochberg, 2000) was used to correct for multiple comparisons
across the entire manuscript (i.e., multiple ANOVAs; note that we only
report and correct for effects of interest - that is, effects involving Re-
lation Types. We also correct separately for EEG and behavioral find-
ings, yet we perform the correction across both experiments, so to
correct for all the potentially-reportable effects across the manuscript;
Benjamini et al., 2001).

Second, to search for unique differences induced by the abstract

Table 1
Validation results for the stimuli, with respect to: (1) Relations judgement: means refer to percentage of participants who classified the pair as related. This measure
further indicates how many participants misclassified the associative and abstract pairs as unrelated (1.18% and 13.42%, respectively), and how many misclassified
the unrelated pairs as related (5.16%); (2) Relation type: means refer to percentage of participants whose classifications were consistent with our pre-defined stimulus
type. (3) Relations strength: means refer to averaged strength score across participants. The outmost right column provides the correlations between the two sets,
either across all relation types (upper rows), or within each type (in the corresponding row).

Combined Set 1 Set 2 Correlation

Relations judgment (Qa) R=0.65, F(1,103)= 75.62, p < 0.00001
Associative M=98.21, SD=3.01 M=97.86, SD=3.32 M=98.57, SD=2.62 R=0.42, F(1,33)= 6.95, p= 0.013
Abstract M=86.43, SD=10.40 M=86.96, SD=8.50 M=85.89, SD=11.98 R=0.42, F(1,33)= 7.02, p= 0.012
Unrelated M=94.38, SD=8.06 M=94.64, SD=7.19 M=94.11, SD=8.83 R=0.68, F(1,33)= 28.50, p < 0.00001
Relations type (Qb) R=0.77, F(1,103)= 149.06, p < 0.00001
Associative M=90.07, SD=9.27 M=88.74,SD=9.95 M=91.40, SD=8.33 R=0.71, F(1,33)= 33.04, p < 0.00001
Abstract M=63.30, SD=16.35 M=62.85, SD=17.41 M=63.75,SD=15.20 R=0.41, F(1,33)= 6.75, p= 0.014
Unrelated M=92.58, SD=6.26 M=92.76, SD=5.01 M=92.40, SD=7.29 R=0.34, F(1,33)= 4.28, p= 0.047
Relations strength (Qc) R=0.99, F(1,103)= 5118.48, p < 0.00001
Associative M=4.75, SD=0.25 M=4.72, SD=0.24 M=4.77, SD=0.25 R=0.82, F(1,33)= 69.35, p < 0.00001
Abstract M=3.76, SD=0.47 M=3.78, SD=0.44 M=3.73, SD=0.50 R=0.81, F(1,33)= 63.21, p < 0.00001
Unrelated M=1.23, SD=0.25 M=1.23, SD=0.22 M=1.22, SD=0.28 R=0.82, F(1,33)= 67.96, p < 0.00001
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related pairs, a cluster-based non-parametric permutation statistical
analysis (Maris and Oostenveld, 2007) was ran for each of the main
contrasts (Unrelated - Associative, Unrelated - Abstract, and Associative
- Abstract) within a 200–900ms time window. This time window was
chosen to allow for a more exploratory analysis over the entire time
window, but assuming that no differences should be found within the
first 200ms, given the relatively high-level nature of the processes at
hand. To correct for multiple comparisons, alpha threshold was divided
by the number of comparisons (α= 0.05/9= 0.0056). Besides these
confirmatory analyses, we ran an additional post-hoc exploratory ana-
lysis, in which the data was separated into blocks in order to track re-
petition effects between the blocks (e.g., Bentin and McCarthy, 1994;
Besson et al., 1992; Van Petten and Senkfor, 1996). Standard Errors in
all graphs were adjusted for repeated measures (Cousineau, 2005;
Morey, 2008). Effect size measures (partial eta squared and Cohen's d)
are reported alongside Null Hypothesis Significance Testing.

2.3. Results

2.3.1. Behavioral results
As expected, both subjects’ consistency with our predefined stimuli

type (i.e., the percentage of participants who classified the pair in
consistency with our pre-defined stimulus type) (F(3, 45)= 16.98,
p=0.0006, ε=0.41, ηp2= 0.53) and their reaction times (F(3,
45)= 13.15, p=0.0002, ε=0.68, ηp2= 0.47) were strongly modu-
lated by Relation type (Fig. 2A). Post-hoc Tukey tests revealed that
subjects were consistent with our predefined stimulus category for ab-
stract pairs, yet to a lesser degree (M=85.29, SD=10.12) compared
with both associative pairs (M=98.55, SD=1.82; p < 0.0001,
d= 1.82) and unrelated ones (M=96.99, SD=2.47; p < 0.0001,
d= 1.59). Associative pairs did not differ in consistency from unrelated
pairs (p= 0.905, d=0.72). Similarly, there was no difference between
the unrelated and novel unrelated conditions (M=96.51, SD=3.83;

p=0.997, d= 0.15).
Reaction times revealed somewhat different patterns (Fig. 2B): as-

sociative pairs (M=0.54, SD=0.16) evoked faster responses not only
compared to abstract pairs (M=0.69, SD=0.20; p < 0.0001,
d= 0.83), but also to unrelated ones (M=0.64, SD=0.17; p=0.006,
d= 0.62). Here, abstract pairs did not differ from unrelated pairs
(p= 0.35, d= 0.27), and again there was no difference between the
unrelated and novel unrelated conditions (M=0.68, SD=0.21;
p=0.52, d=0.22).

Subjects’ ratings of relation strength further validated our manip-
ulation (F(3, 45)= 453.19, p < 0.0001, ε=0.43, ηp2= 0.97; Fig. 2C).
Associative pairs were rated as most strongly related (M=4.61,
SD=0.31), followed by abstract pairs (M=3.72, SD=0.61;
p < 0.0001, d= 1.84, for the difference between associative and ab-
stract) and finally unrelated pairs (M=1.12, SD=0.18; p < 0.0001,
d= 13.78, for the comparison with associative pairs; p < 0.0001,
d= 5.81, for the comparison with abstract ones). No difference in
ratings was found between the unrelated and the novel unrelated
conditions (M=1.12, SD=0.21; p= 1, d= 0.01 See Figs. 2-1). Note
that these ratings are based on correctly classified pairs only.

2.3.2. EEG results
Overall, a graded pattern was found in some sites, supporting a

quantitative difference between associative and abstract pairs (Fig. 3).
The effect was spread across the scalp. The cluster-based permutation
analysis revealed that the differences between unrelated pairs and both
associative and abstract ones began as early as ∼300ms post-stimulus
onset (296ms and 302ms, respectively; note that this should not be
mistaken as the latency or onset of the effects, which might start later
on in time; Sassenhagen and Draschkow, 2019). However, the differ-
ence between associative and abstract pairs was less prominent (de-
tected only when not correcting for multiple comparisons, with
α= 0.05), and started only at 370ms.

Fig. 2. Mean proportion of relatedness judgments that were consistent with the predefined stimulus category (Exp.1: A, Exp. 2: D), reaction times (Exp.1: B, Exp. 2: E)
and relations strength scores (Exp.1: C, Exp. 2: F) for the three conditions. Individual subjects represented with circles. Significant differences are marked with three
stars (p < 0.0001), two stars (p < 0.001) or one star (p < 0.05). (See Supp-Figs. 2-1 for the filler condition).
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2.3.2.1. 300–500 time window. ANOVA with Region, Laterality and
Relation type revealed a main effect for Relation type (F(2,
30)= 16.46, p < 0.0001, ηp2= 0.52), a two-way interaction of
Relation type and Laterality (F(4, 60)= 9.79, p < 0.0001,
ηp2= 0.39) and a three-way interaction between all factors (F(8,
120)= 2.25, p=0.043 (note again that all p-values are FDR-
corrected), ηp2= 0.13). To explore the source of the interaction, a
post-hoc Tukey test was conducted (see results in Table 2), showing that
while associative and unrelated pairs – as well as abstract and unrelated
pairs – differed in all nine areas, associative and abstract pairs differed
mostly at left and middle areas. Thus, it seems that while in most right
electrodes associative and abstract pairs tended to elicit a similar
response (which was different from that evoked by unrelated pairs),
at middle and left sites there was a gradual modulation of the amplitude
by condition: associative pairs elicited the least negativity, unrelated
pairs the greatest negativity, and abstract pairs were in between these
two waveforms.

2.3.2.2. 500–700 time window. A similar, yet more pronounced, pattern
was found in the late window; a main effect for Relation type was found

(F(2, 30)= 28.54, p < 0.0001, ηp2= 0.66), as well as two-way
interactions of Relation type and Laterality (F(4, 60)= 18.93,
p < 0.0001, ηp2= 0.56) and of Relation type and Area (F(4,
60)= 8.47, p=0.003, ε=0.52, ηp2= 0.36). Finally, a three-way
interaction between all factors was also found (F(8, 120)= 4.44,
p=0.008, ε=0.50, ηp2= 0.23). Again, post-hoc Tukey test (see
Table 3) revealed that associative and unrelated pairs, as well as
abstract and unrelated pairs, differed in all nine areas. Different from
the N400 time window, here associative and abstract pairs differed in
all but Left Frontal and Right Frontal areas. Thus, in the late time
window, the gradual pattern of unrelated pairs being the most negative
followed by abstract pairs, which in turn are more negative than
associative pairs, was not lateralized as in the earlier time window.
Note that in this time window, in frontal areas abstract pairs were
actually more positive than associative pairs (MF: p= 0.0285;
d=−0.14; abstract mean amplitude=3.74, SD=3.63; associative
mean amplitude=3.22, SD=4.06), as opposed to central and parieto-
occipital areas where they were more negative.

2.3.2.3. Blocks analysis. Aside from the above confirmatory analysis,

Fig. 3. Mean waveforms from Experiment 1 elicited by associative pairs (dark blue), abstract pairs (light blue), and unrelated pairs (red), for all regions. Light yellow
patches indicate significant clusters for the difference between associative and unrelated pairs (as revealed by a cluster-based permutation analysis), light orange
patches mark periods of significant difference between abstract and unrelated pairs, and darker orange patches indicate differences between associative and abstract
pairs. The 300–500ms and 500–700ms time windows are framed with dotted lines. (See Supp-Figs. 3-1 for the filler condition). (For interpretation of the references
to color in this figure legend, the reader is referred to the Web version of this article.)
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we performed a post-hoc exploratory inspection of the data when
divided to the two experimental blocks. Notably, in the second block
subjects were already familiar with the pairs (though with different
exemplars; the pairs were conceptually but not perceptually identical).
Previous studies showed that repetition affects N400 and the late
components and diminishes their amplitude (N400: Bentin and
McCarthy, 1994; Besson et al., 1992; the Late negativity was not
directly tested with respect to repetition, but hints for such an effect can
be found in Van Petten and Senkfor, 1996), so we wanted to re-examine
our findings while focusing on first vs. repeated exposure to the pair.
We thus repeated the above ANOVA analysis, yet adding block as
another independent variable. For simplicity (as well as to minimize
multiple comparisons), we unified the two time-windows of interest,
which showed similar patterns in the above analysis, thus examining
averaged amplitudes in the different conditions between 300ms and
700ms.

The four-way ANOVA analysis with Block, Region, Laterality and
Relation type confirmed this interpretation, revealing an interaction of
condition and block (F(4, 60)= 3.82, p=0.047, ηp2= 0.20). A trend
for a four-way interaction was also found (F(8, 120)= 2.22,
p=0.0793 corrected for sphericity violation only, p= 0.10 corrected
also for multiple comparisons, ε=0.49, ηp2= 0.13). Interestingly, this
marginal interaction seems to be driven by a differential response to the
abstract pairs in the first and second blocks: in block 1, associative pairs
differed in all nine areas from unrelated pairs, as well as from abstract
pairs (see Table 4), while abstract and unrelated pairs differed in all
areas but the LC and LPO. Strikingly, in block 2 the pattern was almost
reversed: here abstract pairs differed from unrelated pairs in all nine
areas but not from associative pairs in any of the areas but RF. This was
further confirmed by the cluster-based permutation analysis in which
abstract and associative pairs differed only in block 1 (see Fig. 4).

To further examine this shift and specifically to pinpoint the effect
of block, we subtracted the waveforms of associative and abstract
condition from the one evoked by the unrelated condition (in a way,
this represents the divergence of each of those conditions from being
tagged as ‘unrelated’ by relations-processing mechanisms). We con-
ducted the same four-way ANOVA with Relation type (associative-un-
related, abstract-unrelated), Block, Laterality and Area. The only effect
involving block and relation type was a four-way interaction (F(4,

60)= 3.52, p=0.0408, ε=0.53, ηp2= 0.19). Tukey post tests showed
that the difference waves elicited by associative and abstract pairs (vs.
the unrelated condition) differed in block 1 in all areas (LF: p=0.0009;
d=−0.29; MF: p= 0.0011; d=−0.30; RF: p= 0.0005; d=−0.29;
LC: p=0.0002; d=−0.62; MC: p=0.0002; d=−0.74; RC:
p=0.0002; d=−0.64; LPO: p= 0.0002; d=−0.61; MPO:
p=0.0002; d=−0.56; RPO: p=0.0002; d=−0.35) but almost did
not differ in block 2 but in two areas (RF: p=0.0055; d=0.25; LC:
p=0.0479; d=−0.27).

Thus, the results above indeed imply that there might be a unique
mechanism which is more sensitive to abstract relations, while another
mechanism – tuned to associative relations –is unable, at first exposure,
to even detect the abstract ones (ERPs recorded over left central and
parieto-occipital cites did not differentiate between abstract and un-
related pairs during the first block, while right cites did).

2.4. Discussion

The results of Experiment 1 lend support for both a quantitative and
a qualitative account of relations processing. The former is manifested
mainly in the graded patterns observed both in the N400 and the late
negativity components, as expected. This accords with previous studies,
which found a similar modulation of N400 amplitude as a function of
relations strength, both for object pairs (McPherson and Holcomb,
1999) and for words (Frishkoff, 2007; Kutas and Hillyard, 1984). The
negativity we observed in both time-windows might also be interpreted
as two components, or as some sort of a sustained N400 effect (which
was previously found for object-scene relations, for example; Mudrik
et al., 2010; Mudrik et al., 2014; and also in aphasia patients; Wilson
et al., 2012).

Notably, in the 500–700ms time window, we did not observe an
LPC, though a positive effect for abstract pairs was found in right
frontal sites. This positivity could also be interpreted as a P3b effect,
which has been studied also in the context of semantic relations pro-
cessing and metaphorical processing (Sassenhagen et al., 2014; Van
Petten and Luka, 2012). This interpretation seems fitting given the task
(explicit judgement relations), and given that P3 in general is com-
monly found also for surprising/unexpected stimuli (Donchin, 1981;
Sutton et al., 1965). But this seems less likely in our case; first, because

Table 2
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc Tukey test conducted following the ANOVA on the 300–500ms, for the three main
contrasts, within each region.

Frontal sites Central sites Parieto-occipital sites

Left Middle Right Left Middle Right Left Middle Right

Associative vs. Unrelated p < 0.0002
d=0.44

<0.0002
0.62

<0.0002
0.51

< 0.0002
0.63

< 0.0002
1.03

< 0.0002
1.04

< 0.0002
0.42

< 0.0002
0.92

< 0.0002
0.61

Abstract vs. Unrelated p < 0.0002
d=0.33

<0.0002
0.46

<0.0002
0.43

< 0.0002
0.35

< 0.0002
0.68

< 0.0002
0.74

< 0.0002
0.31

< 0.0002
0.68

< 0.0002
0.54

Associative vs. Abstract p < 0.005
d=0.12

<0.0002
0.18

n.s. < 0.0002
0.31

< 0.0002
0.33

< 0.0002
0.30

n.s. < 0.005
0.19

n.s.

Table 3
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc Tukey test conducted following the ANOVA on the 500–700ms, for the three main
contrasts, within each region.

Frontal sites Central sites Parieto-occipital sites

Left Middle Right Left Middle Right Left Middle Right

Associative vs. Unrelated p < 0.0002
d=0.60

<0.0002
0.81

<0.0002
0.87

< 0.0002
0.72

< 0.0002
1.15

< 0.0002
1.41

< 0.0002
0.71

< 0.0002
1.06

< 0.0002
0.96

Abstract vs. Unrelated p < 0.0002
d=0.60

<0.0002
0.99

<0.0002
0.95

< 0.0002
0.37

< 0.0002
1.04

< 0.0002
1.16

< 0.0002
0.35

< 0.0002
0.80

< 0.0002
0.76

Associative vs. Abstract n.s < 0.03
0.14

n.s. < 0.0003
0.42

< 0.001
0.17

< 0.0003
0.32

< 0.0003
0.36

< 0.0003
0.30

< 0.0003
0. 23
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Table 4
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc Tukey test conducted following the ANOVA on the 300–700ms, for the three main
contrasts, within each region, and each block.

Frontal cites Central cites Parieto-occipital cites

Left Middle Right Left Middle Right Left Middle Right

BLOCK 1
Associative vs. Unrelated p=0.0002

d=0.48
0.0002
0.73

0.0002
0.71

0.0002
0.57

0.0002
1.17

0.0002
1.19

0.0002
0.40

0.0002
0.82

0.0002
0.65

Abstract vs. Unrelated p=0.0002
d=0.28

0.0002
0.58

0.0002
0.53

n.s. 0.0002
0.67

0.0002
0.65

n.s. 0.0002
0.36

0.0002
0.40

Associative vs. Abstract p=0.0006
d=0.22

0.0008
0.20

0.0003
0.22

0.0002
0.64

0.0002
0.67

0.0002
0.77

0.0002
0.41

0.0002
0.45

0.0002
0.22

BLOCK 2
Associative vs. Unrelated p=0.0002

d=0.52
0.0002
0.67

0.0002
0.59

0.0002
0.69

0.0002
0.98

0.0002
1.06

0.0002
0.70

0.0002
1.05

0.0002
0.86

Abstract vs. Unrelated p=0.0002
d=0.58

0.0002
0.74

0.0002
0.73

0.0002
0.49

0.0002
0.89

0.0002
0.96

0.0002
0.53

0.0002
0.82

0.0002
0.72

Associative vs. Abstract n.s. n.s. 0.0049
0.15

n.s. n.s. n.s. n.s. n.s. n.s.

Fig. 4. Mean waveforms from Experiment 1 elicited by associative pairs (dark blue), abstract pairs (light blue), unrelated pairs (red), for left and right electrodes in
block 1 and 2. Light yellow patches indicate periods in which associative and unrelated pairs differed (as revealed by a cluster-based permutation analysis), light
orange patches mark periods of significant difference between abstract and unrelated pairs, and darker orange patches indicate differences between associative and
abstract pairs. The 300–500ms and 500–700ms time windows are framed with dotted lines. (See Supp-Figs. 4-1 for the filler condition). (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of this article.)
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the distribution of the effect is very different than the P3 component.
Second, because unrelated pairs are even more surprising than the
abstract ones, yet no such positivity has been observed for them. Third,
because abstract pairs and associative pairs evoke the same response,
with respect to the task, yet again the effect was found only for abstract
pairs. Future research is thus needed to better clarify this point.

As opposed to previous studies, here our relation classification did
not rest only on strength, but also on relation type (associative vs. ab-
stract). Thus, the graded pattern we found might also index some me-
taphorical processing that might be required to decipher abstract re-
lations, as such processing was found to evoke a stronger N400 effect
(Arzouan et al., 2007; De Grauwe, Swain, Holcomb, Ditman &
Kuperberg, 2010; Coulson and Van Petten, 2002).

Interestingly, the findings also implied a qualitative difference be-
tween processing of the two relation types. This difference was reflected
by the lateralized distribution of the effect, as revealed by the ex-
ploratory, post-hoc block analysis we conducted. Namely, in the first
block, most left sites did not differentiate between abstract and un-
related pairs, while right sites did. At first sight, this seems to echo
pervious hemispheric differences reported in the literature (e.g.,
Arzouan et al., 2007; Schneider et al., 2014). Yet, as we explain in the
general discussion below, our findings cannot attest to such differences,
as we did not manipulate laterality (e.g., by presenting the stimuli in
different visual fields; Bourne, 2006). In addition, they rest on a mar-
ginally significant trend (yet strong effects in the follow-up analyses).
Accordingly, they can only hint to a possible qualitative difference, and
stress the need for further research which could directly examine this
point.

A potential limitation of the current study is that we did not control
for low-level visual features of the stimuli (e.g. familiarity, visual si-
milarity and complexity). We did not expect any systematic differences
in these features across conditions, since the same objects appear in all
conditions. Yet such differences can of course occur; to estimate if this
could have affected processing in any way, we looked for differences in
the N1/P1 time window (120–200ms), held to index sensory proces-
sing that is sensitive to the physical properties of the stimuli (Luck,
2014) and to attention allocation (for review, see Luck and Girelli,
1998). No differences were found between the conditions, mitigating
this concern.

3. Experiment 2

3.1. Introduction

The findings of Experiment 1 might not necessarily reflect differ-
ences in online processing of these pairs, but rather differences in
prediction, as the pairs were sequentially presented (note that the N400
was explicitly claimed to reflect the violation of previously-laden ex-
pectations; Metusalem et al., 2016; Federmeier, 2007). Thus, in Ex-
periment 2 we presented the two images in each pair simultaneously
rather than sequentially, so that participants will not form an ex-
pectation about the second stimulus in the pair prior to its presentation,
based on the first one. If the results of Experiment 1 are indeed driven
solely by prediction, they should not be replicated here. Alternatively, if
they represent genuine semantic integration, they should also be found
during simultaneous presentation.

3.2. Methods

3.2.1. Participants
Sixteen Tel Aviv University students participated in Experiment 2

(10 Females, 13 right handed, mean age = 24.5, SD = 2.4) for course
credit or monetary compensation (∼10$ per hour). Two additional
subjects were excluded from the study due to high artifact rejection or
low consistency resulting in less than 30 trials per condition (as only
correctly classified trials were included in the analysis). Sample size

was assessed based on the effects found in Experiment 1 using the
G*Power software (Faul et al., 2007). We focused on the N400 main
effect for relation types, as it was the main finding of Experiment 1 and
accordingly the primary target of the replication attempt in Experiment
2. We found that keeping the same sample size (N= 16), with the
observed effect, would give us power of> 99% (with α=0.05).

3.2.2. Stimuli, apparatus, procedure, recording and analysis
All parameters were identical to those used in Experiment 1, besides

the following differences: first, the visual angle in which the images
were presented was 9.5°× 3.2°; the images were combined to one and
its size was reduced by half (compared to Experiment 1) so that the
overall width of the pair – now presented simultaneously - would re-
main the same as it was in Experiment 1, to minimize eye movements
between the images. Second, the images were simultaneously and not
sequentially presented, and for 500ms only (see again Fig. 1B). Finally,
epochs were segmented to the pair onset.

3.3. Results

3.3.1. Behavioral results
Replicating the behavioral findings from Experiment 1, subjects’

consistency was affected by Relation type (F(3, 45)= 9.45, p=0.0049,
ε=0.45, ηp2= 0.39; Fig. 2D). Subjects were less consistent for abstract
pairs (M=81.66, SD=9.77), compared with both associative pairs
(M=97.24, SD=3.18; p=0.0002, d= 2.15) and unrelated pairs
(M=89.98, SD=9.22; p=0.0331, d=0.88). Opposed to the results
of experiment 1, a trend towards a difference in consistency between
associative pairs and unrelated pairs was found (p= 0.0772, d= 1.05).
Again, there was no difference between the unrelated and novel un-
related conditions (M=89.32, SD=9.18; p= 0.996, d=0.07).

Reaction times again revealed somewhat different patterns
(Fig. 2E): though RTs were also affected by Relation type (F(3,
45)= 5.97, p= 0.0208, ε=0.40, ηp2= 0.28), associative pairs
(M=0.61, SD=0.17) evoked faster responses only compared to un-
related pairs (M=0.90, SD=0.45; p= 0.0079, d= 0.85), but not to
abstract ones (M=0.81, SD=0.24; p=0.0946, d=0.97). Yet as in
Experiment 1, abstract pairs did not differ from unrelated pairs
(p= 0.7507, d=0.24), and there was no difference between unrelated
and novel unrelated pairs (M=0.94, SD=0.45; p=0.9567,
d= 0.10).

Subjects’ ratings of relations' strength fully replicated Experiment 1
(F(3, 45)= 621.79, p < 0.0001, ε=0.43, ηp2= 0.98; Fig. 2F), with
associative pairs rated as most strongly related (M=4.7, SD=0.36),
followed by abstract pairs (M=4.08, SD=0.56; p=0.0002,
d= 1.32, for the difference between associative and abstract) and un-
related pairs being rated as unrelated (M=1.19, SD=0.13;
p=0.0002, d= 12.82, for the comparison with associative pairs;
p= 0.0002, d=7.12, for the comparison with abstract ones). Again,
no difference in ratings was found between the unrelated and the novel
unrelated conditions (M=1.18, SD=0.15; p=1, d= 0.05).

To compare subjects’ performance in the two experiments, we
conducted three post-hoc two-way ANOVAs for consistency, RT and
strength score, with Relation type and Experiment as independent
variables. A main effect of Experiment was found (F(1, 15)= 12.18,
p=0.0033, ηp2= 0.45) so that overall, subjects were more consistent
in Experiment 1 (M=94.33 SD=5.36) than in Experiment 2
(M=89.55 SD=7.92). A main effect of Relation type was also found
(F(3, 45)= 22.29, p < 0.0001, ε=0.44, ηp2= 0.60). For RTs, the
main effect of Experiment was marginal (F(1, 15)= 3.38, p=0.0858,
ηp2= 0.18) with a trend towards subjects being faster in Experiment 1
(mean RT=0.64 SD=0.08) than in Experiment 2 (mean RT=0.81
SD=0.24). Again, a main effect of Relation type was found (F(3,
45)= 11.38, p= 0.0018, ε=0.43, ηp2= 0.43). For strength score,
only a main effect of Relation type was found (F(3, 45)= 1150.44,
p < 0.0001, ε=0.40, ηp2= 0.99).
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3.3.2. EEG results
In this experiment, the gradient of activations induced by the

different relation types was evident, but was somewhat delayed and
was differently distributed than in Experiment 1. This was again
confirmed by the cluster-based permutation analysis, which showed a
large cluster of activity (see Fig. 5). Surprisingly, despite the si-
multaneous presentation, a significant cluster differentiating between
associative and unrelated pairs now started as early as about 200 ms,
and the same goes for associative vs. abstract pairs (235 ms). Critically
however, abstract and unrelated pairs were only differentiated at
425 ms. Thus, overall it seems that while associative pairs were de-
tected relatively early, abstract ones remained largely un-
differentiated from unrelated pairs, and only diverged from them in
the middle of the N400 and later on during the late time window (note
again that this does not indicate the latency or onset of the effects;
Sassenhagen and Draschkow, 2019).

3.3.2.1. 300–500 time window. An ANOVA analysis with Region,
Laterality and Relation type revealed a main effect for Relation type
(F(2, 30)= 15.92, p < 0.0001, ηp2= 0.51), two-way interactions of
Relation type and Laterality (F(4, 60)= 4.11, p=0.030, ε=0.62,
ηp2= 0.22) and of Relation type and Area (F(4, 60)= 11.79,
p=0.0003, ε=0.53, ηp2= 0.44), and finally the three-way
interaction (F(8, 120)= 2.49, p= 0.030, ηp2= 0.14). The Tukey
post-hoc tests confirmed that the pattern of activation in Experiment
2 was somewhat different from Experiment 1: while in Experiment 1,
associative and abstract pairs differed mostly on left and middle sites
and were largely undifferentiated on right ones, in Experiment 2, they
were differentiated on all sites but the right PO (Table 5).

3.3.2.2. 500–700 time window. In the late window, a clear gradual
pattern was observed across the scalp; A main effect for Relation type (F
(2, 30)= 460.68, p < 0.0001, ηp2= 0.62), two-way interactions of
Relation type and Laterality (F(4, 60)= 7.93, p= 0.0032, ε=0.58,

Fig. 5. Mean waveforms from Experiment 2 elicited by associative pairs (dark blue), abstract pairs (light blue), and unrelated pairs (red), for all regions. Light yellow
patches indicate periods in which associative and unrelated pairs differed (as revealed by a cluster-based permutation analysis), light orange patches mark periods of
significant difference between abstract and unrelated pairs, and darker orange patches indicate differences between associative and abstract pairs. The 300–500ms
and 500–700ms time windows are framed with dotted lines. (See Supp-Figs. 5-1 for the filler condition). (For interpretation of the references to color in this figure
legend, the reader is referred to the Web version of this article.)
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ηp2= 0.35) and Relation type and Area (F(4, 60)= 5.05, p=0.0241,
ε=0.49, ηp2= 0.25), as well as the three-way interaction were found
(F(8, 120)= 3.28, p=0.0241, ε=0.50, ηp2= 0.18). Post-hoc Tukey
tests (Table 6) revealed that associative and unrelated pairs, as well as
abstract and unrelated pairs, differed in all nine areas, and the same
was found for associative and abstract pairs.

The source of the interaction between Relation type and Laterality,
which might have potentially indexed qualitative differences between
the conditions, did not show any clear pattern. Rather, it stemmed from
different responses in the different sites within each condition, with no
clear pattern and very weak effect sizes: while for associative pairs, left
sites differed from both middle and right ones (p=0.0168, d=0.17
and p=0.0038, d=0.20 respectively), for abstract pairs left sites only
differed from middle ones (p= 0.0004, d=0.08), and in unrelated
pairs differences were found between both left and right sites to middle
sites (p=0.0001, d= 0.07 and p=0.0001, d=0.06 respectively). As
these differences are very small in effect size and did not reveal any
clear left-right patterns that align with the findings of Experiment 1, we
do not discuss them any further.

3.3.2.3. Blocks analysis. Like in Experiment 1, we also inspected the
data for each block separately (Fig. 6). A four-way ANOVA with Block,
Region, Laterality and Relation type revealed an interaction of Relation
type and Block (F(2, 30)= 4.13, p=0.0418, ηp2= 0.22). Tukey tests
revealed that this interaction stems from a change in processing of
abstract pairs: while in the first block, they were undifferentiated from
unrelated pairs (p= 0.405, d= 0.32) and different from associative
pairs (p= 0.0004, d= 0.81), in the second block, they became
undistinguished from associative pairs (p= 0.833, d=0.19), and
different from unrelated ones, yet with marginal significance
(p=0.098, d=0.44). Note however that this analysis is conducted
across areas (as the interaction did not involve Area/Laterality), which
made it harder to find the differences between abstract and unrelated
pairs in the first block, though they seem pronounced in visual
inspection in frontal and central electrodes).

The cluster-based permutation analysis further confirmed that as-
sociative and abstract pairs differed only in block 1 (cluster onset:
202ms), while abstract and unrelated pairs were differentiated both in
block 1 and 2 (cluster onset: 468ms and 497ms correspondingly, un-
corrected (α=0.05)). And so, the gradient of activation was

accordingly mostly observed in block 1 (see significance patches in
Fig. 6), and the graded N400 amplitude which was found when in-
specting the data from the entire experiment actually resulted from
averaging across block 1 and block 2. Importantly, here no qualitative
differences were found: the ANOVA yielded a marginal interaction of
Laterality, Relation type and Block (F(4, 60)= 2.12, p=0.09,
ηp2= 0.12), yet post-hoc Tukey tests did not reveal any pronounced
difference between right and left sites (Table 7).

3.3.2.4. Eye movement analysis. In Experiment 2, the images were
presented simultaneously in a manner that probably evoked eye
movements, both at the saccades and the micro-saccades level. To
make sure such effects do not drive the results, we defined a radial eye
channel as the average over all 4 EOG channels, band-pass filtered to 30
and 100 Hz. Saccades were detected as any signal that diverted from the
median of the radial channel by more than 2.5 standardized IQRs for
more than 2ms. We further defined that two consecutive saccades had
to be at least 50ms apart. Then, the number of saccades per condition
was obtained, both during the entire epoch and the time preceding the
critical time windows (i.e., the first 300ms) (Keren et al., 2010; see also
Croft and Barry, 2000; Elbert et al., 1985; Shan et al., 1995). During the
first 300ms, no differences in the number of saccades per condition
were found (F(2, 30)= 0.41, p= 0.6615, ε=0.59, ηp2= 0.03.
Associative: M=0.85, SD=0.08; Abstract: M=0.86, SD=0.08;
Unrelated: M=0.85, SD=0.08). The same (null) results were found
when inspecting the entire epoch (F(2, 30)= 0.44, p=0.6644,
ε=0.57, ηp2= 0.03. Associative: M=2.27, SD=0.16; Abstract:
M=2.29, SD=0.16; Unrelated: M=2.27, SD=0.15). Thus, the
difference between the conditions cannot be attributed to differential
eye movements.

3.4. Discussion

Experiment 2 provided a multifaceted answer to the question
evoked by the results of Experiment 1: do the findings represent gen-
uine, general, differences in relational processing of abstract vs. asso-
ciative relations, or are they specific to the sequential presentation of
the pairs. The graded pattern observed in the N400 and Late negativity
component was replicated here, with associative pairs eliciting the
weakest amplitude, followed by abstract pairs and ending with the

Table 5
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc Tukey test conducted following the ANOVA on the 300–500ms, for the three main
contrasts, within each region.

Frontal cites Central cites Parieto-occipital cites

Left Middle Right Left Middle Right Left Middle Right
Associative vs. Unrelated p < 0.0002

d=0.54
< 0.0002
0.57

< 0.0002
0.48

< 0.0002
0.65

< 0.0002
0.60

< 0.0002
0.38

<0.0002
0.25

< 0.0002
0.23

n.s.

Abstract vs. Unrelated p= 0.0042
d=0.12

0.0002
0.20

0.0002
0.14

0.0246
0.15

0.0002
0.18

n.s. n.s. n.s. n.s.

Associative vs. Abstract p < 0.0002
d=0.43

< 0.0002
0.39

< 0.0002
0.36

< 0.0002
0.53

< 0.0002
0.46

< 0.0002
0.30

<0.0002
0.21

< 0.0002
0.15

n.s.

Table 6
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc Tukey test conducted following the ANOVA on the 500–700ms, for the three main
contrasts, within each region.

Frontal cites Central cites Parieto-occipital cites

Left Middle Right Left Middle Right Left Middle Right

Associative vs. Unrelated p=0.0002
d=0.77

0.0002
0.76

0.0002
0.65

0.0002
1.24

0.0002
1.21

0.0002
0.99

0.0002
0.81

0.0002
0.90

0.0002
0.74

Abstract vs. Unrelated p=0.0002
d=0.45

0.0002
0.50

0.0002
0.38

0.0002
0.66

0.0002
0.69

0.0002
0.51

0.0002
0.34

0.0002
0.50

0.0002
0.40

Associative vs. Abstract p=0.0002
d=0.42

0.0002
0.34

0.0002
0.32

0.0002
0.73

0.0002
0.67

0.0002
0.51

0.0002
0.44

0.0002
0.41

0.0002
0.34
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unrelated pairs, yielding the most negative amplitude. However, this
effect seems to rely on a differential response to the abstract pairs: these
pairs seem to elicit a similar (yet not identical) response to unrelated

pairs upon first exposure, and change to being indistinguishable from
associative pairs on the second presentation. Critically, this transition
was prominent here across all areas, while in Experiment 1 it was found
only for left electrodes (while right electrodes differentiated between
abstract and unrelated pairs from the start). Thus, the possible effect of
laterality that emerged in Experiment 1 was not obtained using si-
multaneous presentation. This suggests that the source of this difference
might lie in prediction generation, rather than in online relation pro-
cessing of abstract vs. associative relations.

Experiment 2 further replicated the effect of repetition on the pro-
cessing of abstract pairs, manifested in the effect of block on the wa-
veforms; in both experiments, abstract pairs became largely un-
differentiated from associative pairs in block 2. This pattern cannot
simply be explained by a repetition effect (e.g., Bentin and McCarthy,
1994; Besson et al., 1992; Van Petten and Senkfor, 1996) where the
amplitude of N400 or the Late negativity is reduced upon repetition of
stimuli, because such repetition effects should have also been observed
for the other conditions too. And this was not the case in our experi-
ment. Hence, there might have been some unique learning processes,
occurring only for the abstract pairs. In that respect, our results echo
those reported for novel metaphors (Goldstein et al., 2012): after sub-
jects were requested to explain novel metaphors, a smaller, less

Fig. 6. Mean waveforms form Experiment 2 elicited by associative pairs (dark blue), abstract pairs (light blue), unrelated pairs (red), for left and right electrodes in
block 1 and 2. Light yellow patches indicate periods in which associative and unrelated pairs differed (as revealed by a cluster-based permutation analysis), light
orange patches mark periods of significant difference between abstract and unrelated pairs, and darker orange patches indicate differences between associative and
abstract pairs. The 300–500ms and 500–700ms time windows are framed with dotted lines. (See Supp-Figs. 6-1 for the filler condition). (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of this article.)

Table 7
p values (top rows in each cell) and Cohen's d (bottom rows) for the post-hoc
Tukey test conducted following the ANOVA on the 300–700ms, for the three
way interaction, across regions, and in each block.

Left Middle Right

BLOCK 1
Associative vs. Unrelated p < 0.0002

d=1.17
< 0.0002
1.13

<0.0002
0.97

Abstract vs. Unrelated p=0.02
d=0.24

< 0.0002
0.36

<0.0002
0.32

Associative vs. Abstract p < 0.0002
d=1.00

< 0.0002
0.78

<0.0002
0.11

BLOCK 2
Associative vs. Unrelated p < 0.0002

d=0.69
< 0.0002
0.61

<0.0002
0.45

Abstract vs. Unrelated p < 0.0002
d=0.48

< 0.0002
0.49

<0.0002
0.32

Associative vs. Abstract p=0.03
d=0.22

0.005
0.19

0.096
0.16
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negative N400 amplitude was found, similar to that evoked by con-
ventional metaphors (see also General Discussion below).

4. General discussion

In this study, we set to examine associative and abstract relational
processing, asking if they rest on the same neural mechanisms – dif-
fering quantitatively only by the difficulty of processing attempts – or
are mediated by qualitatively different processes, possibly one that is
based more on statistical learning (Pulvermüller, 2013), and another
that is more integrative, relying on broader semantic fields (Beeman
et al., 1994; Jung-Beeman, 2005) and conceivably also more meta-
phorical thinking (Holyoak and Stamenković, 2018). Our results sup-
port the former account, as a graded pattern of activation was found in
the two experiments, both for the N400 and for the Late negativity
components.

Notably, in Experiment 1 we also found initial support for a quali-
tative difference, which was manifested as a difference in the dis-
tribution of the effect: in the first block, left sites did not distinguish
abstract from unrelated pairs, while right sites did. One might be prone
to suggest that this qualitative difference possibly reflects how the two
hemispheres could be differently involved in deciphering associative vs.
abstract relations. Yet our laterality differences are merely differences
in scalp distributions, that do not necessarily reflect similarly lateralized
generators. In fact, such scalp distributions might sometimes represent
the exact opposite pattern, with underlying contralateral generators
(for discussion, see Van Petten and Luka, 2006; Swick et al., 1994; Lau
et al., 2008). Thus, future studies are needed to directly examine the
potentially different roles of the two hemispheres in associative vs.
abstract processing, for example by using a split-visual field presenta-
tion (Bourne, 2006). Most importantly, because this laterality effect was
not found in Experiment 2, it is more likely that it represents processes
that are uniquely evoked by the sequential presentation, like violations
of expectation (Summerfield and De Lange, 2014; Trapp and Bar,
2015). Thus, when taken together, our results imply that while there
might be two mechanisms that differ in prediction generation, online
relation processing of associative vs. abstract relations seems to be
mediated by a single system that is activated to a different degree for
each relation type.

Importantly, the graded pattern of activation that supports the
quantitative account was also found to stem from a more intricate
pattern than we expected. When the data of both experiments was
collapsed across blocks, a clear graded pattern of activation was found:
unrelated pairs elicited the most negative amplitude followed by ab-
stract related pairs and finally by associative related pairs (cf.
McPherson and Holcomb, 1999). But, in fact, this graded pattern was
only obtained in the first blocks in both experiments (in Experiment 1,
in right sites; in Experiment 2, independent of laterality). In the second
block, the waveforms seemed to diverge dichotomously with both re-
lation types differing from unrelated pairs. And so, what we found was
more similar to a dichotomous ‘related vs. unrelated’ pattern in the
second block in both experiments. Abstract pairs switched from evoking
waveforms that are more similar (though not identical) to the unrelated
condition in the first block, to waveforms that are almost indis-
tinguishable from the associative related condition in the second block.

This switching might be explained by a “conventionalization” pro-
cess, which occurs only for the abstract pairs, since only in these pairs a
novel meaning - comprised of very distant concepts – must be estab-
lished in order to correctly judge the relation. This accords with the
‘career of a metaphor model’ (Bowdle and Gentner, 2005), which claims
that metaphors undergo a gradual and quantitatively measurable pro-
cess (note that our pairs were not created as examples for metaphors
per se, yet deciphering their relations might have involved some me-
taphorical thinking). A novel metaphor begins as a novel relational
comparison, requiring an effortful integration of an inference from a
base word to a target word from two distinct and far semantic fields.

With time, a novel metaphor might become conventional, accessed in
parallel to the literal meaning, with no more effort or processing time.
Indeed, several ERP studies have shown a graded N400 amplitude, si-
milar to that found in our experiments, in which novel metaphors eli-
cited the most negative amplitude, conventional metaphors an inter-
mediate amplitude and literal sentences the smallest N400 amplitude
(Arzouan et al., 2007; Coulson and Van Petten, 2002; De Grauwe et al.,
2010; Goldstein et al., 2012; Mashal and Faust, 2009; see also Lai and
Curran, 2013, which found a similar N400 reduction by inducing
mapping mindsets which facilitated computing of either novel or con-
ventional meaning). Akin to our findings, this N400 was followed by a
similarly graded Late Negativity component, reminiscent of findings in
words (Friederici et al., 1999) and metaphors (Rutter et al., 2012),
sometimes interacting with LPC amplitudes for novel meanings as seen
in previous metaphors studies (De Grauwe et al., 2010; Coulson and
Van Petten, 2002; Yang et al., 2013). Both late components are held to
represent the extended effort to integrate pairs that might initially seem
unrelated, but are then integrated so to form a novel meaning.

Aside from understanding relational processing, our findings are
also of importance to the ongoing debate about the functional meaning
of the N400 component. Our results suggest that with sequential pre-
sentation, at least two distinct mechanisms underlie the observed N400
amplitude, namely the process of integration (e.g., Brown and Hagoort,
1993; Friederici et al., 1999; Baggio and Hagoort, 2011) or ease of
retrieval (e.g., Kutas and Federmeier, 2011; Lau et al., 2008) and that of
prediction, or expectation violation given that the images in the pair
were presented one after another (Federmeier and Kutas, 1999, 2001;
2002; Federmeier, 2007). When presentation was sequential (Experi-
ment 1), we observed differences in the distribution of the gradual
N400 effect, which might be attributed to differences in prediction
mechanisms. In line with this interpretation, presenting the image pairs
in parallel rather than sequentially (Experiment 2), eliminated the la-
terality differences observed in the first experiment. Thus, it seems that
N400 partially reflects prediction generation and expectation violations
(Metusalem et al., 2016; Federmeier, 2007). These come into play when
a cue is presented, leading to the formation of specific predictions, yet
even when such expectations are not formed in advance (i.e., when the
two images are simultaneously presented) N400 is clearly modulated by
relation type; in that case, it seems like integration difficulty (Brown
and Hagoort, 1993; McPherson and Holcomb, 1999; Kutas and Van
Petten, 1994) or level of access (Kutas and Federmeier, 2011; Lau et al.,
2008; Arzouan et al., 2007; De Grauwe et al., 2010) might drive the
effect.

When interpreting the results, one should however bear in mind
that in our experiments, relation strength and relation type were cor-
related. Since we defined abstract relations as those that are not based
on co-occurrence, our abstract pairs were often less strongly related
than associative ones, and probably less familiar. This inherent differ-
ence might have overshadowed a potential qualitative difference be-
tween the two types of relations. Hence, in order to fully support a
quantitative account, future studies should use abstract pairs that are
strongly related (e.g., a lion and a crown), and/or associative pairs that
are weakly related (e.g., a fork and a pot) in order to equate relation
strength.

To conclude, the results of two EEG experiments suggest that a
single mechanism accounts for associative and abstract relational pro-
cessing, as implied by a gradual modulation of the N400 and the Late
Negativity components. Thus, our ability to decipher relations between
concepts seems to rest on similar mechanisms, whether these relations
are based on daily co-occurrences or on more abstract, conceptual
connections. Yet when it comes to forming predictions, there seems to
be unique mechanisms for the two types of relations: one mechanism,
indexed here by activity in left electrodes, seems to generate more
closed-end predictions, as opposed to a potentially different me-
chanism, indexed here by activity in right electrodes, which is more
open-ended. Hence, relations processing seems to change shape and
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form as a function of the way these relations are revealed to the ob-
server. Both prediction-based mechanisms and semantic-knowledge
retrieval and integration mechanisms underlie our remarkable ability to
grasp relations of different types, so to promote our understanding of
others and of our environment.
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