What is it that makes a life valuable? A popular view is that life's moral worth depends in some way on its relationship to consciousness or subjective experience. But a practical application of this view requires the ability to test for consciousness, which is currently lacking. Here, we examine how theories of consciousness (ToCs) can help do so, focusing especially on difficult cases where the answer is not clear (e.g. fetuses, nonhuman animals, unresponsive brain-injured patients, and advanced artificial systems). We consider five major ToCs and what predictions they offer: Integrated information theory, Higher-Order Thought Theory, Recurrent Processing Theory, Global Neuronal Workspace Theory, and Attention Schema Theory. We highlight the important distinction between the capacity and potential for consciousness and use it to explore the limitations in our ability to draw firm conclusions regarding an entity's consciousness on the basis of each theory.

Introduction

It is an obvious truth that humans value life and lament its loss. Less evident, however, is what it is about life that makes it valuable, or justifies our moral concern for its continued preservation. Here, we consider the view that the moral worth of a system depends in some way on its relationship to consciousness or subjective experience. Accordingly, we argue that modern theories of consciousness (ToCs) should contribute to this debate by offering guidance regarding the question of whether or not consciousness is present, or could be present in the future, in a given organism or entity. This could help navigate bioethical concerns regarding various entities whose relationship with consciousness is not fully understood, including fetuses, nonhuman animals, individuals diagnosed with unresponsive wakefulness syndrome, and even advanced artificial systems.

Before we do so, three notes are in order. First, we acknowledge that a range of positions is available regarding the relationship between moral worth and consciousness (see Refs. [1,2] for discussion of each). First, one might hold that consciousness is necessary, but not sufficient, for a life with moral worth. On such a view, only conscious beings have such worth, but not all of them, as possession of other properties is also required. A second option is to take consciousness to be both necessary and sufficient for moral worth. On this view, all conscious beings have moral worth and the moral worth of an entity’s life derives solely from its conscious experiences. A third option is to view consciousness as sufficient but not necessary for moral worth, holding that other properties might also be sufficient for moral worth (e.g. intelligence or cognitive ability). On this view, all conscious entities have moral worth, but some nonconscious entities may also possess such worth, due to other candidate properties. Here, we will remain neutral on which is the correct stance to take. Since all three approaches assign a critical role for consciousness in determining moral worth, we will focus on how ToCs might help us determine which entities have moral worth on such approaches.

A second note relates to a subtle but crucial distinction between the capacity and the potential for consciousness. The capacity for consciousness corresponds to currently
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meeting all the necessary conditions to support conscious states, even if, at the present moment, the being happens not to be in a conscious state (e.g. someone in a dreamless sleep). Conversely, the potential for consciousness corresponds to the ability to meet both the necessary and sufficient conditions for consciousness in the future, when these are not yet satisfied (e.g. an embryo). It is for ethicists to determine whether the critical criterion for moral worth lies with the potential or the capacity for consciousness; here, we only explain how ToCs can translate these terms into empirical tests for determining if a system has the former, the latter, or neither.

Third, consciousness is often conceptualized as human-consciousness, and ToCs have been developed either based on data mostly from human participants (e.g. [3]. For an overview of how theories are supported by empirical data, see Ref. [4]) or on contemplations about the nature of consciousness [5,6], which tend to be anthropocentric. But the focus here is on nonstandard cases that are not necessarily similar to human-consciousness. A good ToC should account for multiple-realizability [7], the possibility for consciousness to be realized in different, nonhuman systems. Thus, we must abstract away from the human domain upon which these theories are usually built. The problem is how to justify this abstraction, to validate the applicability of ToCs to nonstandard domains [8–10]. Owing to the brevity of this paper, we note this problem without tackling it, to put the suggestions below in the right context.

Theories of consciousness and consciousness in nonstandard cases
Here, we focus on five ToCs, and show that, although they are not sufficiently developed so as to provide a concrete test for consciousness, they still might have some insights to offer. We further assert that any comprehensive theory of consciousness must be such that it can be used to develop reliable means to detect consciousness, as this might be its most critical contribution to society at large.

One theory that tries to address this issue is Integrated Information Theory (IIT [5,11]). IIT claims to be able to determine the level of consciousness of a given system, using a metric called ‘phi’ derived mathematically from the system’s connectivity and activation patterns. Notably however, the theory does not offer a threshold value for phi above which a system is conscious (although the theory does suggest a lower bound on the threshold, such that a complex with markedly lower phi than that of a human brain during deep dreamless sleep, would have a negligible quantity of consciousness). Without such a threshold, it is hard to determine what level of phi (i.e. consciousness) should suffice for moral worth. In addition, it is currently impossible, due to insufficient computational power, to actually compute phi for real-life cases.

Another class of theories, called Higher-Order Theories (HORs [6,12], holds that being in a mental state M (e.g. a state of pain) that is conscious is equivalent to having a higher-order representation (HOR) of oneself as being in state M. Accordingly, a system that cannot form such HORs has no potential for consciousness, while a system that is capable, even if not doing so at present, has the capacity for consciousness. The practical challenge, however, is the lack of an agreed-upon marker of HORs in nonstandard cases, where subjective report is not available.

Recurrent Processing theory (RPT [13,14]) seems to set a much lower bar for both the potential and the capacity for consciousness. RPT is a first-order ToC, not requiring anything beyond the first-level representation. As such, it claims that consciousness occurs when there are recurrent connections, and hence recurrent (as opposed to feedforward) processing (RP), within the relevant area. Thus, if the system is built in a solely feedforward manner, it lacks the capacity for consciousness. If it has feedback connections, it has the capacity and would be conscious once these are activated. Yet here, there is no clear-cut criterion for such recurrency; is a single recurrent action potential enough? And how would that be quantified and measured?

The Global Neuronal Workspace Theory (GNWT [3,15]) proposes that consciousness is associated with the activation of a global network of specialized neurons that broadcast information throughout the brain. Thus, a system devoid of such a workspace would not be conscious. According to GNWT, the global broadcast should be signaled by an all-or-none ignition response. While this might serve as a marker for consciousness, it might not be exhaustive (i.e. one could envision a system exhibiting an all-or-none response without having a global workspace). And without this marker, it is difficult to determine if a global broadcast exists or not.

Finally, Attention Schema Theory (AST [16,17]) holds that consciousness is a perceptual attribution or inference that results from having an attention schema. The attention schema is an internal model of our own selective attention, which helps us control it. If so, for a system to be conscious, it should have, at a minimum, selective attention plus a second-order model (schema) of that attention. Yet, this too turns out to be a difficult property to test for. At present, we lack the means to know if a given system indeed has an attention schema, let alone whether or when the attention schema is engaged.
As the discussion above illustrates, for most theories, the capacity for consciousness depends on the way the system is built (i.e. its structure), and its ability to develop the required structure constitutes its potential for consciousness. The presence of consciousness, instead, is determined by the neural activity within that structure. The main problem here is that the derived tests either beg for a more precise definition, or are only crude proxies of the actual suggested mechanism, with respect both to the structure and the activity patterns (e.g. since we cannot record all the individual components of the GNW, we use the macroscopic nonlinear response as a proxy).

**Test cases: how do theories differ?**

Although theorists have not reached a consensus as to how to infer the potential for, capacity for, or presence of consciousness in any given system, we might nevertheless gain some insight by looking at where the theories stand, relative to one another, on a given question. For example, on the question “Where does the capacity for consciousness manifest in non-human life (e.g. fish)?” IIT stands out among the abovementioned theories, as being the most liberal in assigning consciousness. According to IIT, there is a continuum in the level of consciousness from very simple central nervous systems, such as in fish, to very complex ones. AST, on the other hand, would probably not attribute consciousness to fish, since they probably do not have the equivalent of an attention schema. GNWT might land somewhere in-between, attributing the capacity for consciousness, depending on the presence of a global workspace architecture. Yet, it is unclear how complex the workspace should be to allow for consciousness [10,18,19], and it is unclear how GNWT would consider a creature that showed signs of being highly intelligent and possibly conscious, without any kind of a global workspace architecture. For example, Octopuses are highly intelligent and thought by many to be conscious [20], but without a parietal or prefrontal cortex (then again, they might have developed a different form of global workspace architecture).

What about human embryos, fetuses, and disorders of consciousness patients? The moral dilemmas about fetuses and embryos are well-known and contrast the two things that humans arguably value the most: freedom and life. The question clearly is not black and white, but consciousness science might be able to shed some light on the matter — assuming consciousness is one of the relevant requirements for protection from being killed [21]. As far as the potential for consciousness goes, that is

<table>
<thead>
<tr>
<th>Lack of Consciousness</th>
<th>Potential for Consciousness</th>
<th>Capacity for Consciousness</th>
<th>Existence of Consciousness</th>
<th>Major challenge to a feasible test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention Schema Theory</td>
<td>Global Neuronal Workspace</td>
<td>Higher Order Thought</td>
<td>Integrated Information Theory</td>
<td>Recurrent Processing</td>
</tr>
<tr>
<td>No schema of attention</td>
<td>No global neuronal workspace (only encapsulated processing)</td>
<td>No higher order representations (only first order)</td>
<td>No integrated information</td>
<td>No recurrent processing (only feedforward)</td>
</tr>
<tr>
<td>Can the system develop a schema of attention?</td>
<td>Can the system develop an architecture allowing for a global neuronal workspace?</td>
<td>Can the system develop an architecture yielding integrated information?</td>
<td>Can the system develop an architecture allowing for recurrent processing?</td>
<td></td>
</tr>
<tr>
<td>Is the system capable of having a schema of attention?</td>
<td>Does the system have a global neuronal workspace?</td>
<td>Is the system capable of generating integrated information?</td>
<td>Is the system capable of recurrent processing in sensory areas?</td>
<td></td>
</tr>
<tr>
<td>Is the schema of attention active?</td>
<td>Is the global neuronal workspace active?</td>
<td>Does the system have higher order representations?</td>
<td>What is the degree of integrated information the system has?</td>
<td>Is there recurrent processing in sensory areas?</td>
</tr>
<tr>
<td>Lack of means to determine if a system has an attention schema or if it is active</td>
<td>Non-exhaustive marker, undefined degree of complexity of the workspace</td>
<td>No agreed upon marker for higher order representations</td>
<td>No threshold for the level of consciousness</td>
<td>No criterion for the required extent of recurrent processing</td>
</tr>
</tbody>
</table>
technically determined at conception. Once conceived, an embryo has the potential for consciousness in the future, if allowed to develop normally. An embryo does not, however, have the capacity for consciousness, according to any extant theory that we know of, until the budding brain shows some signs of structured activity. Thus, 9–12 [22] weeks seem to be the very earliest threshold for having the capacity for consciousness. Notably, the threshold is probably actually closer to 24 weeks, when the thalamocortical system comes into operation [23], which is a necessary condition for many current theories. As research on brain activity in fetuses, and even infants, is still emerging, also in the context of consciousness [24,25], further studies are needed to determine when the ‘right kind’ of brain activity (depending on which theory you subscribe to) is present in a fetal brain. As for the presence of consciousness, it seems safe to assert that an entity’s moral worth does not depend on this criterion. If it did, then it would be acceptable to kill someone in a deep dreamless sleep or under anaesthesia. So the relevant factors for ToCs to address in the context of our main question seem to be the criteria for the potential and capacity for consciousness, depending on which one is deemed to impart moral worth.

Conclusions
To summarize, none of the theories currently provides a ready-to-use, feasible test for consciousness that can be applied in any arbitrary case. Some have generated successful tests for disorders of consciousness (i.e. IIT [26] and GNW [27]), but it remains unclear whether any such test specifically indexes the presence of consciousness or picks up co-occurring typical features of a healthy working brain, other than consciousness. We argue that greater emphasis should be put on developing such tests that would be (a) more selective (i.e. focused on consciousness rather than related phenomena); and (b) more broadly applicable (i.e. not limited to the healthy adult human brain). This is especially important given the critical ethical implications of these tests, especially now, as Artificial Intelligence systems are rapidly developing and even claimed by some to be sentient. Developing a test for disorders of consciousness is a formidable challenge. Developing a generalized test for consciousness is an even greater challenge. ToCs might one day hold the key to meeting these challenges, with enormous potential ramifications (for a recent attempt to use ToCs for deriving markers of consciousness in AI, see [28]).
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