
Constructing Preference From Sequential Samples: The Impact of
Evaluation Format on Risk Attitudes

Yonatan Vanunu
University of New South Wales

Thorsten Pachur
Max Planck Institute for Human Development,

Berlin, Germany

Marius Usher
Tel-Aviv University

The cognitive mechanism underlying decisions based on sequential samples has been found
to be affected by whether multiple alternatives are evaluated together or whether each
alternative is evaluated individually. In this experiment, we examined whether evaluation
format can also lead to different preference orders among risky alternatives. We hypothe-
sized that because of differences in computational demands posed by the 2 evaluation
formats, there would be differences in the type of the cognitive mechanism deployed: a
risk-return mechanism, that trades off the mean reward and risk of an alternative, or a
selective-accumulator mechanism, that sums the rewards of each alternative, with a higher
weight to more extreme payoffs. Each participant rated the same set of alternatives
(sequences of payoffs from slot machines) in both a one-by-one and a grouped evaluation
format. The mean and the variance of the payoff distributions of each alternative were
varied orthogonally. As predicted, in the grouped (but not in the one-by-one) condition, the
impact of the variance on participants’ ratings interacted with the mean payoff. Specifically,
participants were risk averse for alternatives with a low mean payoff and risk seeking for
alternatives with a high mean payoff. Computational modeling showed that the majority of
participants were best described by a risk–return model in the one-by-one condition but by
a selective-accumulator model in the grouped condition. Our results underline the impor-
tance of studying the cognitive foundations of risk attitudes in order to understand how they
are shaped by the structure of a given decision task.
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Judgments and decisions are often formed on
the basis of sequences of observed values (or
samples) from available options. For example,
stocks are evaluated on the basis of sequences
of returns (Betsch, Plessner, Schwieren, &
Gütig, 2001), and people form impressions of
others based on samples of observed behaviors
or described traits (Anderson, 1981). Further-
more, a sequential sampling of values (either
internally, from the mental representation of the
alternatives, or externally, based on eye fixa-
tions) and an integration of these values forming
a dynamic preference state has been proposed to
underlie multiattribute decisions, value-based
decisions, and decision making under risk (e.g.,
Bhatia, 2013; Busemeyer, 1985; Busemeyer &
Townsend, 1993; Krajbich, Armel, & Rangel,
2010; Pleskac, Yu, Hopwood, & Liu, in press;
Tsetsos, Usher, & Chater, 2010; Usher & Mc-
Clelland, 2004).

The majority of studies on decision making
based on sequences of values have used para-
digms in which people are presented with mul-
tiple alternatives simultaneously (i.e., in groups)
and are shown samples from each of them. For
instance, people are shown rapid numerical
streams of values (which are sampled from the
alternatives’ payoff distributions) and are asked
to choose between them (Tsetsos, Chater, &
Usher, 2012; Zeigenfuse, Pleskac, & Liu, 2014)
or to rate them on a continuous scale (Betsch,
Kaufmann, Lindow, Plessner, & Hoffmann,
2006; Betsch et al., 2001). However, recent
studies have also started to use paradigms in
which options are evaluated individually (e.g.,
Ashby & Rakow, 2014; Golan & Ert, 2015;
Pachur & Scheibehenne, 2012; see also Bruso-
vansky, Vanunu, & Usher, 2017; Pachur &
Scheibehenne, 2017).

Given this methodological variability, one
may ask whether the cognitive mechanism of
preference construction from sequential sam-
ples might depend on how the alternatives are
evaluated. Specifically, does it matter whether
the alternatives are presented and evaluated in
a grouped or in a one-by-one format? It has
been shown that people show different risk
preferences as a function of how many alter-
natives they can choose and sample from
(Hills, Noguchi, & Gibbert, 2013; Noguchi &
Hills, 2016; see also Tsetsos et al., 2012). It is
currently unclear, however, whether an effect
of evaluation format holds more generally

and how its impact on the mechanism under-
lying risky decision making might come
about.

Based on recent findings by Brusovansky et
al. (2017), we propose that, because grouped
and one-by-one evaluation formats pose dif-
ferent computational demands, decision mak-
ers might rely on different cognitive mecha-
nisms in these two evaluation formats.
Brusovansky et al. asked participants to eval-
uate alternatives whose payoff distribution
differed in the mean payoff as well as in the
sum of the sampled payoffs. It turned out that
participants tended to rely on a mechanism
that evaluated alternatives based on their
mean payoff in one-by-one evaluation, but on
a mechanism that evaluated alternatives based
on the sum of the observed payoffs in grouped
evaluation. Here, we extend these findings to
evaluations of alternatives that differ in risk
(i.e., the variance of the payoff distribution),
thereby tapping into risk attitudes. Impor-
tantly, as we demonstrate in the section “Ex-
tending Summation and Averaging Models to
Risk Preference”, the reliance on a mecha-
nism that relies on summary statistics of the
alternatives (i.e., mean and variance) or a
mechanism that relies on a (weighted) sum of
the sampled payoffs can lead to systematic
differences in risk attitude. We will argue that
these two mechanisms differ in their robust-
ness in the face of computational demands
posed by the grouped (relative to the one-by-
one) evaluation formats; as a consequence,
the two evaluation formats should foster sys-
tematically different patterns of risk prefer-
ence (i.e., risk aversion or risk seeking).

In what follows, we first review previous
results that indicate an impact of evaluation
format on the cognitive mechanism triggered;
then, we present computational modeling anal-
yses showing that decision makers in grouped
evaluation are predicted to demonstrate risk-
seeking behavior for options with a high aver-
age payoff and risk aversion for options with a
low average payoff. By contrast, in one-by-one
evaluation, the risk preference of decision mak-
ers are predicted to be independent of whether
the average outcome payoff is high or low. We
then present an experiment that tests these pre-
dictions.

224 VANUNU, PACHUR, AND USHER

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.



The Influence of Evaluation Format on
Decision Making

A prominent theoretical notion of how alter-
natives are evaluated based on sequences of
samples is that values (or value differences) of
the alternatives are integrated in value accumu-
lators toward a decision boundary (Busemeyer,
1985; Busemeyer & Townsend, 1993; Krajbich
et al., 2010; Ratcliff, Smith, Brown, & Mc-
Koon, 2016; Roe, Busemeyer, & Townsend,
2001).1 An important distinction in models of
value integration is whether the evaluation of an
alternative is based on the summed observed
payoffs or the average payoff (Betsch et al.,
2001, 2006; note that in studies that do not
manipulate the number of samples, this distinc-
tion is irrelevant, as both types of integration
make the same prediction). Although some
studies have reported support for averaging
(Anderson, 1981; Kahneman, Fredrickson,
Schreiber, & Redelmeier, 1993), others have
supported a summation principle (Betsch et al.,
2001, 2006).

Brusovansky et al. (2017) found evidence
that the reliance on summation versus averaging
depends on whether the alternatives are pre-
sented in a grouped or a one-by-one evaluation
format. In order to illustrate the authors’ ap-
proach, consider a choice between Alternative
A, consisting of six high payoffs, and Alterna-
tive B, consisting of nine payoffs; six of the
payoffs of Alternative B are the same as those
of Alternative A, and the other three are lower
payoffs but still positive and higher than the
average values sampled in the experiment. It
was found that whereas an averaging mecha-
nism seemed to dominate preferences in the
one-by-one format, such that participants
tended to prefer Alternative A (characterized by
a high average but a low number of samples), a
summation mechanism seemed to dominate in
the grouped format, such that participants
tended to prefer Alternative B (characterized by
a low average but a higher number of samples;
Figure 1, right panel; Experiment 4B). Further-
more, when the average payoff and the number
of samples were orthogonally manipulated, the
number of samples affected only the preference
in the grouped but not in the one-by-one con-
dition (Figure 1, left panel; Experiment 4A).
This suggests that a summation mechanism was

more likely to operate in the former than in the
latter.

Extending Summation and Averaging
Models to Risk Preference

For preference construction between risky al-
ternatives, a mechanism similar to the summa-
ry-statistics (or averaging) mechanism dis-
cussed by Brusovansky et al. (2017) is the
prominent risk–return model, according to
which the attractiveness of a risky alternative is
an additive function of the alternative’s average
reward and its risk—that is, between the mean
and the variance of the payoff distribution
(Markowitz, 1952; see also Weber, 2010)2:

V(A) � a � M(A) � b � SD(A) � c, (1)

where V(A) is the subjective valuation of an
alternative A, represented by a sequence of pay-
offs, M(A) is the mean payoff, and SD(A) is the
standard deviation (i.e., risk) of the sequence of
payoffs. The parameters a and b represent the
weight given to the mean payoff and the risk,
respectively, such that the ratio b/a reflects the
overall risk tendency of the decision maker. A
negative value of b indicates risk aversion and a
positive value indicates risk seeking; c is an
intercept (which is needed to map an internal
preference onto an external scale). Note that the
risk–return model represents what would be ex-
pected under normative considerations.

The risk–return model implicitly assumes
that the decision maker is able to generate an
estimate of the mean of a sequence of values
and its variance. Is this a realistic assumption?
Several studies have documented that people
are able to extract the mean of a set of briefly
presented perceptual properties in a variety of
tasks, ranging from low-level properties such as
circle size (Ariely, 2001) to high-level ones

1 In binary decisions, the most known type of sequential
sampling model relies on a single accumulator that inte-
grates the total evidence difference (of log-likelihoods;
Gold & Shadlen, 2001).

2 An alternative to this risk–return model is an expected
utility model, in which risk attitude is modeled via a con-
cave value function. We focus here on the risk–return model
because, although qualitatively similar in its predictions,
this model provided a better quantitative account of our
data.
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such as emotional expressions (Haberman &
Whitney, 2007). In the domain of numerical
cognition, people have also been shown to be
able to accurately estimate the mean of rapid
sequences of two- or three-digit numbers (Br-
ezis, Bronfman, Jacoby, Lavidor, & Usher,
2016; Brezis, Bronfman, & Usher, 2015; Br-
ezis, Bronfman, & Usher, 2018; Malmi & Sam-
son, 1983). Brezis et al. (2016) proposed that
information about an observed distribution of
values might be encoded by numerosity detec-
tors in the parietal system, and that these nu-
merosity detectors allow one to extract the av-
erage of an observed sequence via neural
population averaging (see also Malmi & Sam-
son, 1983, for a similar suggestion).

Figure 2 (top panel) shows the predicted eval-
uations of the risk–return model. To derive the
predictions, we first drew eight samples from
each of the machines’ payoff distributions,
which consisted of Gaussian distributions with
either low or high mean payoff (40 vs. 60) and
a low or high variance (standard deviation: 5 vs.
15). The mean payoff and the payoff variance in
these samples were then fed into Equation 1; the
model parameters were set to a � 1, b � �1
and �1, respectively, and c � 0.3 As can be
seen, the model predicts independent effects of

the mean (return) and the variance (risk) of an
alternative on preferences without an interac-
tion; consequently, whether the low- or high-
risk alternative is judged as more attractive (i.e.,
risk aversion or risk seeking) depends only on
the decision maker’s risk attitude (i.e., whether
parameter b in Equation 1 is positive or nega-
tive).

An implicit assumption of the risk–return
model is that for each alternative, a representa-
tion of the sampled payoff distribution is main-
tained during the presentation of the sequence,
from which the mean and variances of the se-
quence is estimated after all samples have been
presented (Brezis et al., 2015, 2018; Malmi &
Samson, 1983). Although this may be (rela-
tively) feasible to implement cognitively in a
one-by-one evaluation format, it poses a repre-
sentational challenge in a grouped evaluation
format, in which multiple alternatives are pre-
sented simultaneously. Unlike in the one-by-
one condition, here, participants have to update

3 Given that the weight given to risk, that is, risk prefer-
ence, follows from to the ratio for the b and a parameters
(i.e., b/a), for simplicity we set parameter a � 1 in this
demonstration.

Figure 1. Results from Brusovansky, Vanunu, and Usher (2017), showing an effect of
evaluation format on ratings of alternatives that consist of sequences of payoffs of slot
machines (left panel) or sequences of lecturer ratings (right panel). In Experiment 4A, the
average and number of samples were manipulated orthogonally (the ratings are collapsed
across different levels of average the alternatives with higher averages were evaluated more
positively; not shown). In Experiment 4B, the summation and averaging principles are set in
opposition (among filler trials; see Brusovansky et al. for details; reproduced with permis-
sion). Figure adapted from “Why we should quit while we’re ahead: When do averages matter
more than sums,” by M. Brusovansky, Y. Vanunu, and M. Usher, 2017, Decision. Copyright
2017 by the American Psychological Association. See the online article for the color version
of this figure.
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the representations of the different moments of
the payoff distributions (i.e., mean and vari-
ance) of several alternatives without confusing
them, thus requiring source monitoring (John-
son, Hashtroudi, & Lindsay, 1993). Errors in
this process will make the evaluations noisier;
as a consequence (all other things being equal),
in a grouped format, this mechanism will yield
rather similar evaluations for the different alter-
natives and thus decrease performance (see the
online supplemental materials for a demonstra-
tion of this effect). Given that decision makers
are often adaptive in their selection of decision
strategies under cognitive constraints (Ariely &
Zakay, 2001; Broadbent, 1971; Oh et al., 2016;
Payne, Bettman, & Johnson, 1988; Rieskamp &
Hoffrage, 2008; Zakay, 1993), we therefore pre-
dict that in a grouped format, people might
switch to a mechanism that does not require a
constant updating of both the means of the
variances of multiple representations and that
thus helps maintain performance.

What might such a mechanism be? Recent
studies found evidence that in grouped eval-

uation people tend to rely on a mechanism
that keeps a tally of sampled outcomes for
each alternative and is subject to a weighting
scheme that prioritizes extreme values (in
particular high ones, but sometimes also low
ones) over intermediate ones (e.g., Spitzer,
Waschke, & Summerfield, 2017; Tsetsos et
al., 2016; Zeigenfuse et al., 2014).4 Here, we
use such a mechanism, which we refer to as
the selective-accumulator model (see also
Spitzer et al., 2017). According to the model,
the valuation of an alternative A is determined
as follows:

4 Here, we focus on a paradigm of experience-based
decisions in which people are presented with a predeter-
mined number of samples for each alternative, in contrast to
the sampling paradigm (in which people also have to decide
when to stop sampling) or the feedback paradigm (in which
a decision is required after each value sample; e.g., Hertwig
& Erev, 2009). We relate our findings to these other para-
digms of experience-based decision in the Discussion sec-
tion.

Figure 2. Top panel: Predicted evaluation of the risk–return model for a risk-averse
(A, b � 1) and a risk-seeking (B, b � �1) decision makers; the other parameters in
Equation 1 were set to a � 1 and c � 0. Bottom panel: Predicted evaluation of the
selective-accumulator model. The predictions shown assume a value of the selectivity
parameter � (see Equation 2) of 1 (Panel D) or 1.5 (Panel C); the other parameters in
Equation 2 were set to a � 1, � � 1, and b � 0. See the online article for the color version
of this figure.
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V(A) � �i�1
N �N�iSign(Xi � R)

� �|Xi � R |�� � a � b, (2)

where |Xi – R | represents the (absolute) de-
viation of the magnitude of a payoff in the
sequence from a reference value R, Sign() is
the sign function (i.e., �1 if x � 0, and 1 if
x � 0) of the difference (Xi – R), and N is the
number of payoffs in the sequence. The sum-
mation of the sampled payoffs is subject to an
attentional enhancement, implemented by the
exponent � (�1); with � � 1, stronger devi-
ations (i.e., extreme values) are weighted
more heavily. The parameter � (�1) repre-
sents temporal decay of the payoffs in the
sequence, affecting earlier payoffs in the se-
quence more strongly than later ones (lower is
have a larger exponent than higher is); � thus
implements a recency effect. The parameters
a and b are scaling parameters, that map the
prediction of the model on a response scale.
Note that in contrast to the risk–return model,
the selective-accumulator model only re-
quires one tally per alternative and does need
to maintain representations of the different
moments (mean and variance) of the payoff
distribution of each alternative. Moreover, it
has been shown that a selective overweight-
ing of extreme values (as implemented by the
parameter �) can be adaptive in choice tasks
by rendering the choice more robust to noise
(Spitzer et al., 2017; Tsetsos et al., 2016). A
selective-accumulator model might thus rep-
resent a mechanism that people turn to more
in a grouped evaluation format.

Importantly, as shown in Figure 2 (bottom
panel), in contrast to the risk–return model,
the selective-accumulator model predicts an
interaction between the mean and the vari-
ance of the observed payoffs. When an alter-
native with a high mean payoff is evaluated,
the high values from the high-variance alter-
native receive more attention, increasing the
attractiveness of that alternative and thus
leading to risk seeking; when an alternative
with a low mean payoff is evaluated, by con-
trast, the low values from the high-variance
alternative receive more attention, decreasing
the attractiveness of that alternative and thus
leading to risk aversion.

The risk–return model and the selective-
accumulator model are therefore associated with

distinct risk-attitude signatures: Whereas the for-
mer predicts main effects of the mean and the
variance of the sequence on preference, the latter
predicts an interaction (see Figure 2C). If people
are more likely to rely on the risk–return model in
one-by-one evaluation, their risk attitude is pre-
dicted to be independent of whether the mean
payoff is high or low. If people are more likely to
rely on the selective-accumulator model in
grouped evaluation, they are expected to be risk
seeking for alternatives with a high mean payoff
and risk averse for alternatives with a low mean
payoff.5 Such an interaction can also result from
only some of the people deploying different mech-
anisms in the two conditions.

The aim of the following experiment was to test
the predicted pattern of risk preferences across the
one-by-one and grouped evaluation formats.

Method

Participants

Thirty students (16 females; age � 19–33
years, M � 25.67) participated in exchange for a
participation fee of €20 and a performance-
contingent bonus (see Procedure section for de-
tails). The participants were recruited from the
participant pool maintained by the Max Planck
Institute for Human Development, Berlin. Ger-
many. The sample size was determined in ad-
vance.

Materials

The experiment had a 2 (evaluation format:
one-by-one vs. grouped) 	 2 (mean payoff of the
alternative: high vs. low) 	 2 (variance of the
payoff sequence: high vs. low) within-subjects
design. The alternatives were presented as slot
machines, each presenting sequences of eight nu-
merical values (range � 1–99) that represented
possible payoffs (in €). The payoffs in each set
were samples drawn from one of four Gaussian
distributions that differed in terms of the mean (40
vs. 60) and the variance (standard deviation 5 vs.
15). Figure 3 provides a visual representation of

5 The results of a preliminary study (Vanunu, 2016),
showing this triple interaction, are reported in the online
supplemental materials. The specific form of the selective-
accumulator model (that gives higher weights to extreme
values) used in our analysis was motivated by this result.
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the four payoff distributions. No other measures
and conditions than those reported here were col-
lected.

Procedure

The one-by-one and the grouped evaluation
conditions were implemented in two separate ses-
sions, which were spaced 1 week apart and coun-
terbalanced between participants. In both condi-
tions, participants were told that they would see
slot machines, each of which would show random
samples from their payoff distribution. Having
seen all samples, participants were asked to indi-
cate how much they liked each machine on a
continuous scale from 0 to 10 (0 � I do not like
the machine at all; 10 � I like the machine very
much), assuming that they would be able to play a
single round on it. To encourage participants to
express their genuine preferences, they were in-
formed that 10 machines would be randomly
picked at the end of each session, and that, of
those, the machine they had given the highest
evaluation would be played out to generate a sin-
gle win. They received 10% of the payoff from
each session (in €) as a bonus (an average of €6
per session). The order of the sessions (one-by-
one vs. grouped) was counterbalanced across par-
ticipants.

In the one-by-one evaluation condition, the ma-
chines were presented separately, one per trial, as
shown in Figure 4A. On each trial, eight draws

from the respective payoff distribution were dis-
played sequentially at the center of the screen,
with a presentation rate of 1s per draw. After each
trial, participants indicated their ratings for the
machine. The session started with a short practice
phase, in which eight different machines—two
from each condition—were presented in random
order, providing an impression of the possible
outcomes of the slot machines in the test phase. In
the first four practice trials, the samples of the
machines were simply shown to participants with-
out requiring a response; in the subsequent four
practice trials, participants also evaluated the ma-
chines. The test phase consisted of 96 trials (24
machines for each of the four types of machines).
The presentation order of the machines was ran-
domized.

In the grouped evaluation condition, partici-
pants were told that they would see different
rooms, each containing four slot machines (see
Figure 4B). To help participants distinguish be-
tween the four machines, we presented each ma-
chine in one corner of the screen and gave each a
unique color (red, green, blue, or yellow; ran-
domly allocated for each room). The four ma-
chines in each room corresponded to the four
alternatives resulting from crossing high and low
mean payoff with high and low variance of the
payoff distribution (see Figure 3). Draws were
shown at a presentation rate of 1s per draw: one
draw from each machine’s payoff distribution in

Figure 3. Payoff distributions for the four alternatives with a mean payoff of 40 (low) or 60
(high) and a standard deviation of 5 (low variance/risk) or 15 (high variance/risk), respec-
tively. See the online article for the color version of this figure.
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clockwise circular fashion. This procedure was
repeated for a total of eight rounds, such that eight
draws were shown for each alternative (as in the
one-by-one evaluation condition). Each room thus
presented a total of 32 (8 	 4) payoffs. After the
presentation of all payoffs, a scale from 0 to 10
was displayed in each of the four quadrants. Par-
ticipants were asked to indicate how much they
liked each machine using the mouse cursor. A
rectangle around each scale (colored either red,
green, blue, or yellow) indicated which scale the
mouse was currently operating. The order in
which the machines were evaluated was not
constrained. The session started with a prac-
tice phase of two rooms (i.e., eight machines).
The test phase consisted of 96 trials (24 ma-
chines for each of the four combinations of
mean and variance). The presentation orders
of the machines and their locations in each
room were randomized.

Results

We first analyzed participants’ ratings of the
machines using mixed-effects models with mean
payoff (low vs. high), variance (low vs. high), and
evaluation format (one-by-one vs. grouped) as
fixed effects and participants as random effect. We
applied chi-square tests to test for differences be-
tween the log-likelihood value of the full factorial
mixed model and the log-likelihood values of var-
ious null models (in which the respective factor or
interaction was excluded; for the full factorial
coefficient tables, see Tables S1 and S2 in the

online supplemental materials). The analysis
showed a main effect of mean payoff, 
2(1) �
1,634.52, p � .0001, indicating that machines
with a high mean payoff were evaluated as more
attractive than machines with a low mean payoff
(Mhigh � 7.11, SD � 0.19 vs. Mlow � 3.47, SD �
0.21). Critically, there was, as predicted, a triple
interaction between evaluation format, mean
payoff, and variance, 
2(1) � 6.15, p � .05
(see Figure 5).

To unpack the triple interaction, we conducted
follow-up analyses for the two evaluation condi-
tions separately. For the grouped evaluation con-
dition, we obtained, in addition to a main effect of
mean payoff, 
2(1) � 1,176.68, p � .0001
(Mhigh � 7.47, SD � 0.21 vs. Mlow � 3.84, SD �
0.20), an interaction between mean payoff and
variance, 
2(1) � 35.60, p � .0001 (see Figure 5,
right panel): Among alternatives with a high mean
payoff, participants evaluated those with high
variance as more attractive, 
2(1) � 32.1, p �
.0001 (i.e., indicating risk seeking), whereas
among alternatives with a low mean payoff, par-
ticipants evaluated those with low variance as
more attractive, 
2(1) � 14.1, p � .0005 (i.e.,
indicating risk aversion). In the one-by-one eval-
uation condition, there was, in addition to a main
effect of average payoff, 
2(1) � 1,834.12, p �
.0001 (Mhigh � 6.75, SD � 0.20 vs. Mlow � 3.11,
SD � 0.25), a main effect of variance, 
2(1) �
44.75, p � .0001 (MlowV � 5.08, SD � 0.20 vs.
MhighV � 4.78, SD � 0.19): Participants evaluated
alternatives with low variance as more attractive
(indicating risk aversion), irrespective of whether

Figure 4. One-by-one (Panel A) and grouped (Panel B) evaluation conditions, consisting of
a presentation of numerical sequences followed by an evaluation scale. In Panel A, the
sequences were presented in the middle of the screen; in Panel B, they were presented in
the four corners (each characterized by a different color) in clockwise circular fashion. See the
online article for the color version of this figure.
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they had a high or low mean payoff (high: 
2[1] �
69.57, p � .0001; low: 
2[1] � 4.75, p � .05; see
Figure 5, left panel). Although, unlike in the
grouped condition, the pattern of risk preference
did not reverse between the two payoff conditions,
there was an interaction between mean payoff and
variance, 
2(1) � 11.45, p � .001 (reflecting that
the differences in rated attractiveness between the
low- and high-variance options were smaller in
the high- than in the low-payoff condition).

Second, we examined the ratings for temporal
effects, which might result from the sequential
presentation of the samples. Specifically, we used
linear regression to test to what extent the weight
that each of the eight samples for each alternative
received for the overall evaluation of the alterna-
tive depended on the sample’s position in the
sampling sequence. Then, we compared the re-
sulting regression weights for each position using
a repeated-measures analysis, separately for each
session. As illustrated in Figure 6, there was a
recency effect (i.e., higher � values for more re-
cent samples) in the grouped condition, F(7,
30) � 3.74, p � .005, indicating that payoffs
presented later in the sequence received a higher
weight. In the one-by-one condition, by contrast,
there were no effects of temporal position, F(7,
30) � 0.523, p � .762.

Despite the fact that participants’ risk-prefer-
ence patterns in the grouped and one-by-one eval-
uation conditions were in line with our predic-
tions, the presence of a double interaction in both

conditions (albeit of different magnitudes) indi-
cates that the association between evaluation for-
mat and the underlying mechanism was not as
clear-cut as in the idealized case depicted in Fig-
ure 2. In order to better understand this pattern and
to test for individual differences between partici-
pants, we used computational modeling to com-
pare the ability of the risk–return model and the
selective-accumulator model to account for indi-
vidual participants’ ratings in the two evaluation
format conditions.

Model Comparison

We applied both the risk–return model
(Equation 1) and the selective-accumulator
model (Equation 2) to each participant’s rat-
ings.6 For simplicity, the reference parameter R
for the selective-accumulator model was fixed
to the middle of the range of the displayed
payoffs (i.e., 50). The log-likelihoods of the
models were determined using regression anal-

6 As an alternative to the risk–return model, we also
examined an EU model. This model is based on the inte-
gration of values transformed via a concave utility function
and also predicts a main effect of variance on preference. It
showed a worse model fit in both conditions. In addition, we
examined a variant of the risk–return model, using the
coefficient of variation (CV; defined as SD/M) as a measure
of risk. This model also showed a worse fit than the risk–
return model (Equation 1; see the online supplemental ma-
terials for details).

Figure 5. Average ratings for each of the four alternatives (triangles: high variance; squares:
low variance) for the two evaluation conditions; error bars correspond to within-subjects
standard errors. Blue/red lines show the predicted ratings, using the model that best accounted
for each participant’s responses and the best-fitting parameters (see Model Comparison
section). See the online article for the color version of this figure.
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yses. Specifically, the payoffs for each sequence
were inserted into the model equations. For
each trial and each set of linear model parame-
ters (i.e., a, b, c in Equation 1, and a, b in
Equation 2), the model’s predicted rating for
each sequence was compared with each partic-
ipant’s actual response. Linear regression (as-
suming normally distributed noise) was then
used to obtain the set of best-fitting (linear)
parameters and the log-likelihood of the mod-
els. As the � and � parameters of the selective-
accumulator model are not part of a linear
model equation, they were estimated prior to the
regression estimation using a grid search (in the
range [1, 2] for � and [0, 1] for �, and with a
step size of .02). Furthermore, as the risk–return
model and the selective-accumulator model dif-
fer in the number of free parameters (3 vs. 4),
we compared them in terms of the aggregate
Akaike information criterion (AIC; Akaike,
1973; see also Pachur & Scheibehenne, 2017),
with lower values indicating a better model fit.
In an additional model recovery study, we
showed that this model selection approach cor-
rectly identified the model from which the data

were generated (see the online supplemental
materials for more details).7

Table 1 shows the median and standard de-
viation (across participants) of the estimated
model parameters, separately for the two eval-
uation conditions, as well as the aggregate AIC
scores for each of the two models. For the
grouped condition, the selective-accumulator
model had a lower aggregate AIC score than the
risk–return model; for the one-by-one condi-
tion, by contrast, the risk–return model had a
lower aggregate AIC score than the selective-
accumulator model. In addition, we classified
the individual participants according to which
of the two models provided a better fit. For the
one-by-one condition, about two thirds of the
participants were best described by the risk–

7 In the model recovery study, we also applied a vari-
ant of the risk–return model that had no risk coefficient
(i.e., a pure averaging model) to model the simulated
data. Based on the AIC, both the actually generating
model (namely, the full model, which includes a risk
coefficient) and the data-generating parameters were ac-
curately recovered.

Figure 6. Temporal weights for one-by-one and grouped conditions, calculated by a linear
regression analysis with the sequential payoffs as predictors for participants’ evaluations.
Error bars represent within-subjects standard errors. See the online article for the color version
of this figure.
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return model (67% vs. 33% for the risk–return
model and the selective-accumulator model, re-
spectively); for the grouped condition, by con-
trast, about two thirds were best described by
the selective-accumulator model (34% vs. 66%
for the risk–return and the selective-accumula-
tor model, respectively; Table S3 in the online
supplemental materials).

Finally, in order to assess absolute model
fit, we determined the predicted evaluation for
the different alternatives, using the model that
best accounted for the respective participant’s
responses. As shown in Figure 5 (blue/red
lines), the models captured the observed data
extremely well. Overall, these results support
our hypothesis that whereas people follow a
risk–return mechanism in the one-by-one con-
dition, in the grouped evaluation condition,
people switch to the computationally less de-
manding selective-accumulator mechanism.

Discussion

We argued that grouped versus one-by-one
evaluation might differ in computational de-
mands (e.g., source monitoring) and that people
would therefore rely on different mechanisms
depending on evaluation format (this was also
suggested by the results of a preliminary study;
see the online supplemental materials). As a
consequence, given the contrasting risk-
preference signatures for the risk–return and the
selective-accumulator mechanisms (see Figure
2), we hypothesized that in the one-by-one con-
dition risk preferences would be unaffected by
the mean sampled payoff (risk–return model);
in the grouped condition (selective-accumulator
model), however, participants would show risk

aversion for alternatives with a low mean payoff
and risk seeking for alternatives with a high
mean payoff. The results of our experiment
confirmed this hypothesis. In addition, compu-
tational modeling showed stronger support for
the risk–return model in the one-by-one condi-
tion, whereas in the grouped condition, the se-
lective-accumulator model received the stron-
ger support.

Note that these effects of evaluation format
are different from findings that preference con-
struction can be affected by elicitation method,
such as rating and choice (for an overview, see
Lichtenstein & Slovic, 2006), as in both the
grouped and one-by-conditions, participants
rated the alternatives. Moreover, the pattern of
risk preferences observed in the grouped condi-
tion is opposite of the payoff-variability effect,
which refers to the phenomenon that choices
become more random (i.e., closer to 50%) the
higher the risk (i.e., variability) of a risky alter-
native when it is compared with a safe alterna-
tive (e.g., Busemeyer, 1985). In our experiment,
by contrast, the responses became more extreme
with higher risk (i.e., alternatives with a low
average payoff were rated as less attractive and
alternatives with a high average payoff were
rated as more attractive the higher the variance
of the alternative). One possible reason for this
apparent inconsistency is that whereas the pay-
off-variability effect has been observed in stud-
ies in which people chose between a safe and a
risky alternative (Busemeyer, 1985; Barron &
Erev, 2003), in our experiment, all of the alter-
natives were risky. Also, note that the pattern of
risk preferences we observed in the grouped
condition (i.e., risk seeking for alternatives with
high mean payoffs and risk aversion for alter-

Table 1
Results of the Computational Modeling Analysis With the Selective-Accumulator Model and the
Risk–Return Model: Median (Across Participants) Best-Fitting Parameters and Standard Deviations and
Summed (Across Participants) AIC Scores of Each Model, Separately for the Two Evaluation Conditions

Model Parameter

Evaluation condition

One-by-one Grouped

Mdn SD Aggregate AIC Mdn SD Aggregate AIC

Selective-accumulator � 1.02 .32 8,138 1.21 .33 10,075
� .97 .05 .90 .11

Risk–return b/a �.19 .41 7,958 .01 .33 10,157

Note. For the risk–return model, the ratio of the risk and return parameters (i.e., b/a) are shown, with values �1 indicating
that more weight is given to return than to risk information. AIC � Akaike information criterion.
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natives with low mean payoffs) and the payoff-
variability effect seem to be driven by different
mechanisms. As shown by Busemeyer (1985),
the payoff-variability effect can be accounted
for by a sequential sampling model.8 Con-
versely, in our grouped condition, the data were
best accounted for by the selective-accumulator
model.

Given that the paradigm used in our experiment
shares features with other paradigms in experi-
ence-based decision making (such as the sampling
or the feedback paradigm; for an overview, see
Hertwig & Erev, 2009), one might ask to what
extent our findings generalize to these other par-
adigms. Note that some parallel observations have
been made in these paradigms. For example, Hills
and colleagues (Hills et al., 2013; Noguchi &
Hills, 2016) found that increasing the number of
alternatives among which people have to choose
in the sampling paradigm was associated with an
increase in risk seeking. The authors attributed this
effect to differences in the amount of sampling
(note that in the sampling paradigm, people deter-
mined themselves how many samples to take from
each alternative); based on our results, however, it
may also be possible that with a larger choice set,
participants are more likely to rely on a selective-
accumulator mechanism to evaluate the alterna-
tives. Furthermore, some recent research using the
sampling paradigm has contrasted preferences in a
willingness-to-pay (WTP) task, in which individ-
ually presented alternatives are evaluated, and a
choice task, in which people choose between mul-
tiple alternatives. Golan and Ert (2015) found, in
line with our study, that the (one-by-one) WTP
evaluation format resulted in preference patterns
that were closer to a normative benchmark than
the (grouped) choice format did, such that there
was less underweighting of rare events and the
responses followed the expected values of the
alternatives more closely.

To the extent that our results generalize to other
paradigms of experience-based decisions, they
also predict interesting boundary conditions for
previous findings. For instance, Ludvig and col-
leagues (e.g., Ludvig, Madan, & Spetch, 2014)
found that in the context of a choice task presented
in the feedback paradigm, more weight seemed to
be given to the extreme values of alternatives’
payoff distribution. Based on our results, one may
predict that such evidence for an overweighting of
extreme events will disappear (or be less pro-

nounced) in the context of a task in which the
options are rated individually.

Conversely, it should also be noted that in the
sampling paradigm, choices are made after every
sample and are followed by feedback, which is
likely to engage other or additional psychological
processes—such as reinforcement learning (e.g.,
Sutton & Barto, 1998) and prediction (e.g., Plon-
sky, Teodorescu, & Erev, 2015)—than in our se-
quential sampling paradigm. Whether and when
the differences between our paradigm and the
sampling and feedback paradigms limit the gen-
erality of the findings of our study to other types of
decisions from experience is a fascinating issue
for future research.

Although our results generally followed the
pattern predicted in our model analysis (Figure 2),
there were also considerable individual differ-
ences: About one third of the participants seemed
to rely on the risk–return mechanism even in the
grouped condition, and about one third seemed to
rely on the selective-accumulator mechanism in
the one-by-one condition. Further studies are re-
quired to better understand the observed individ-
ual differences. For example, such studies could
correlate strategy use in the grouped conditions
with the decision maker’s cognitive capacity (e.g.,
working memory) or with the ability to maintain
differentiated distributions of values in long-term
memory (e.g., source memory). From an adaptiv-
ity point of view, one would predict that partici-
pants with low memory ability or differentiation
capacity are more likely to rely on an accumulator
mechanism than participants with high memory
ability.

Our finding that the evaluation format affects
preference construction has important implica-
tions for improving decision quality. To date,
most decision-making studies that reported de-
viations from normative benchmarks have used
choice tasks (in which multiple alternatives are
presented in groups); few studies, by contrast,
have involved one-by-one evaluations. If a one-
by-one evaluation format is more likely to trig-
ger population coding mechanisms that extract
the normatively relevant mean and variance of a
sequence of payoffs, decisions and evaluations

8 In this model, the variability in the evaluation of the
risky alternative therefore negatively impacts the probabil-
ity of choosing it when its mean is higher than that of the
certain one (and vice versa; Busemeyer, 1985).
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should be closer to standards of rationality when
alternatives are evaluated one at a time.
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