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alvin e. roth, nir vulkan,
and zvika neeman

“Market design” is the term used to refer to a growing body of work that might also
be called microeconomic engineering and to the theoretical and empirical research that
supports this effort and is motivated by it.

Economists often look at markets as given, trying to make predictions about who will
dowhat andwhatwill happen in thesemarkets.Market design, in contrast, does not take
markets as given; instead, it combines insights from economic and game theory together
with common sense and lessons learned from empirical work and experimental analysis
to aid in the design and implementation of actual markets. In recent years the field has
grown dramatically—partly because of the successful wave of spectrum auctions in the
US and in Europe, partly because of the clearinghouses and other marketplaces which
have been designed by a number of prominent economists, and partly because of the
increased use of the Internet as the platform over which markets are designed and run.
There are now a large number of applications and a growing theoretical literature, which
this book surveys.

Market design is both a science and an art. It is a science in that it applies the formal
tools of game theory and mechanism design and it is an art because practical design
often calls for decisions that are beyond the reliable scientific knowledge of the field,
and because the participants in these markets are often different than they are mod-
eled by these theories. Nevertheless, as the book demonstrates, lessons can be learned
from successful and unsuccessful market designs which can be transferred to new and
different environments.

In this book we attempt to bring together the latest research and provide a relatively
comprehensive description of applied market design as it has taken place around the
world over the last two decades or so. In particular we survey many matching markets:
These are environments where there is a need to match large two-sided populations
of agents such as medical residents and hospitals, law clerks and judges, or patients
and kidney donors, to one another. Experience shows that if the arranged match is
not appropriately stable, then participants will try to transact outside of the indicated
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marketplace, and the market will unravel leading to very inefficient results. We also
survey a number of applications related to electronic markets and e-commerce: The
Internet is now the preferred platform for many markets and this raises some interesting
issues, such as the impact of automation (for example you use a software agent to bid
in an Internet auction). Also related is the resulting competition between exchanges—
since anyone can access the Internet anywhere in the world, the geographic location
of a market is less relevant and participants now often face a real choice of trading
mechanisms which they can use. While many of the chapters in the book consider
a single marketplace that has established such a dominant share of the market that
most participants have no other desirable choice (e.g. medical residents), a number
of chapters in this book consider the implications to market designers of the fact that
participants have a choice.

Market design involves the specification of detailed rules, which are typically analyzed
using what used to be called “noncooperative” game theory. The analysis focuses on
the incentives for individual behavior in the particular environment considered and
its consequences. Specific environments and problems can be very different from one
another, and, as we’ll see, details and differences can be of huge importance in practical
design. But there are also some general themes beginning to emerge from all this detail
and diversity, and it will help to keep some of these in mind.

Specifically, a marketplace or the setting in which market design is performed, is
part of a broader economic environment in which potential participants also have
other choices to make, which may be less well known and harder to model. That is,
a marketplace being designed or studied is typically part of a larger game that cannot
be modeled in detail with the same confidence as the marketplace. So, to work well and
attract wide participation, it may be desirable for marketplaces to promote outcomes
that are in the core of the larger game, so that there don’t exist any coalitions that might
prefer to transact outside of the marketplace, instead of participating in it. 

A related, less formal organizing theme is that, if a marketplace is to be successful, the
rules and behavior in themarketplace, togetherwith the (unmodeled) opportunities and
behavior outside the marketplace, have to form an equilibrium in which, given how the
marketplace works, it makes sense for participants to enter it and participate. In this
respect, experience suggests we can start to diagnose whether a marketplace is working
well or badly, by examining how well it provides thickness, deals with congestion, and
makes it safe and simple to participate (cf. Roth, ).

AQ. This
reference is
not listed –
please provide
details.

 The core and various related notions of stability not only capture a very general notion of what
constitutes a competitive outcome, they also apply to the less detailed models of what used to be called
“cooperative” game theory, and in doing so tell us something about the options that may be available to
coalitions of players even when we don’t know their strategies in detail. This is why the former
distinction between cooperative and noncooperative game theory is not very useful in market design;
both perspectives are employed together, to answer different kinds of question and to deal with different
kinds of design constraint.
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A market provides thickness when it makes many potential transactions available at
the same time, so that relevant offers can be compared. (Availability in this sense has a
big information component; offers must be available in a way that allows comparison.)

A market is congested if there is insufficient time or resources to fully evaluate all the
potentially available transactions. Sometimes this will involve the physical resources
needed to carry out transactions (e.g. they may be time consuming, and other possi-
bilities may disappear while a transaction is being attempted), but it can also involve
the information needed to make the comparisons among alternative transactions that
are needed to choose among them. Congestion is thus a particular problem of thick
markets with many quite heterogeneous matching opportunities, and one task of an
effective market is to deal with congestion in a way that allows the potential benefits of
thickness to be achieved.

To be thick, a marketplace must also make it safe to participate, at least relative to
transacting outside the marketplace. Depending on the information and sophistication
of the participants, safety may also involve what kinds of strategies the rules of the
marketplace require participants to be able to execute, and how sensitive it is to how
well others execute their strategies. This is one of the ways in which market design
differs most clearly from the theoretical literature on mechanism design, in which
different mechanisms are compared by comparing their equilibria. In practical markets,
particularly newones inwhich all participantswill beginwithout experience, the risks to
participants out of equilibrium must also be considered, and so designers often analyze
“worst cases” as well as equilibria. Unlike the presumptions made in the literature on
theoretical mechanism design and implementation, market designers never know the
whole game and therefore need to be cognizant of the fact that their design is one
piece of a larger game. Market designers typically do not try to design a market all of
whose equilibria accomplish something, but rather try to design a marketplace with a
good equilibrium, and then try to achieve that equilibrium. If unanticipated behavior
develops, the market can be modified, for example with appeals processes, or with
making bidders use dropdown menus instead of typing in their own bids, and so on.

This brings us to simplicity, which involves both the market rules themselves, and the
kind of behavior they elicit. Simplicity of rules is sometimes discussed under the heading
of “transparency,” which also involves participants being able to audit the outcome
and verify that the rules were followed. But rules may be simple and transparent yet
require complex strategizing by the participants. Strategic complexity is often the more
important issue, since it may affect both participation in the market, for example if
implementing good strategies is costly, and market performance, by leading to mistakes
and misjudgments. And the risk associated with such mistakes and misjudgments may
also deter participation.

 Congestion sometimes manifests itself as coordination failure, and so signaling and other attempts
to facilitate sorting are one way to deal with it. Another reaction to congestion is unraveling, i.e. starting
to transact before the opening of the marketplace, and therefore often not participating in the thick
market.
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This volume includes chapters that provide a conceptualization of new markets or
marketplaces and other designs, together with chapters that describe the adoption and
implementation of specific designs (and their subsequent adjustments in light of experi-
ence), as well as the theoretical and empirical questions raised in the process. We begin
with three chapters that discuss general principles in market design: Al Roth’s chapter
reviews some of the markets that he, his students, and colleagues have designed, and
draws general conclusions from these; Gary Bolton’s chapter describes how to stress test
models in the lab; and Paul Klemperer’s explains how to sensibly use economic theory
to create good designs, and he demonstrates how using too much theory can be bad.

Part II is the main part of the book and it provides many cases and applications
of market design, some that have been running for years, and some that are still in
very early stages. Part II is subdivided into sections on matching markets, auctions,
e-commerce applications, and law design (a small section).

Part III focuses on market design experiments, and finally Part IV discusses the
implications for market design when there is competition between markets.

 Klemperer’s chapter focuses on the design of large-scale auctions. However, we believe his advice is
very relevant to all kinds of market design.
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what have we learned
from market design?

...........................................................................................................

alvin e. roth 

Introduction
....................................................................................................................................................................

In the centennial issue of the Economic Journal, I wrote (about game theory) that

the real test of our success will be not merely how well we understand the general
principles that govern economic interactions, but how well we can bring this knowl-
edge to bear on practical questions of microeconomic engineering. (Roth, a)

Since then, economists have gained significant experience in practical market design.
One thing we learn from this experience is that transactions and institutions matter at
a level of detail that economists have not often had to deal with, and, in this respect, all
markets are different. But there are also general lessons. The present chapter considers
some ways in which markets succeed and fail, by looking at some common patterns we
see of market failures, and how they have been fixed.

This is a big subject, and I will only scratch the surface, by concentrating on markets
my colleagues and I helped design in the last few years.My focus will be different than in
Roth (), where I discussed some lessons learned in the s. The relevant parts of

 The first part of this chapter was prepared to accompany the Hahn Lecture I delivered at the Royal
Economic Society meetings, on April , , and was published as Roth (a). The present chapter
extends the  paper with a Postscript to bring it up to date, and to include some details appropriate
to this Handbook. I have also updated references and added some footnotes to the first part of the
chapter, but otherwise it remains essentially as published in . One reason for keeping this format,
with a distinct Postscript to bring it up to date is that it will become clear that some of the developments
anticipated in the  paper have been realized in the intervening years. The work I report here is a
joint effort of many colleagues and coauthors. I pay particular attention here to work with Atila
Abdulkadiroğlu, Muriel Niederle, Parag Pathak, Tayfun Sönmez, and Utku Ünver. I’ve also benefited
from many conversations on this topic with Paul Milgrom (including two years teaching together a
course on market design). In the Postscript I also report on work done with Itai Ashlagi. This work has
been supported by grants from the NSF to the NBER.
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that discussion, which I willl review briefly in the next section, gathered evidence from
a variety of labor market clearinghouses to determine properties of successful clear-
inghouses, motivated by the redesign of the clearinghouse for new American doctors
(Roth and Peranson, ). Other big market design lessons from the s concern
the design of auctions for the sale of radio spectrum and electricity; see for example
Cramton (), Milgrom (), Wilson (), and, particularly, Milgrom ().

As we have dealt with more market failures, it has become clear that the histories
of the American and British markets for new doctors, and the market failures that led
to their reorganization into clearinghouses, are far from unique. Other markets have
failed for similar reasons, and some have been fixed in similar ways. I’ll discuss common
market failures we have seen in recent work on more senior medical labor markets, and
also on allocation procedures that do not use prices, for school choice in New York
City and Boston, and for the allocation of live-donor kidneys for transplantation. These
problems were fixed by the design of appropriate clearinghouses. I will also discuss
the North American labor market for new economists, in which related problems are
addressed by marketplace mechanisms that leave the market relatively decentralized.

The histories of these markets suggest a number of tasks that markets and allocation
systems need to accomplish to perform well. The failure to do these things causes
problems that may require changes in how the marketplace is organized. I will argue
that, to work well marketplaces, need to

. provide thickness—that is, they need to attract a sufficient proportion of potential
market participants to come together ready to transact with one another;

. overcome the congestion that thickness can bring, by providing enough time, or by
making transactions fast enough, so that market participants can consider enough
alternative possible transactions to arrive at satisfactory ones;

. make it safe to participate in the market as simply as possible
a. as opposed to transacting outside the marketplace, or
b. as opposed to engaging in strategic behavior that reduces overall welfare.

I will also remark in passing on some other lessons we have started to learn, namely that

. some kinds of transactions are repugnant, and this can be an important constraint
on market design.

And, on a methodological note,

. experiments can play a role, in diagnosing and understanding market failures
and successes, in testing new designs, and in communicating results to policy
makers.

 Following that literature to the present would involve looking into modern designs for package
auctions; see for example Cramton et al. (), and Milgrom ().
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The chapter is organized as follows. The following section will describe some of the
relevant history of markets for new doctors, which at different periods had to deal with
each of the problems of maintaining thickness, dealing with congestion, and making it
safe to participate straightforwardly in themarket. In the subsequent sections I’ll discuss
markets in which these problems showed up in different ways.

The third section will review the recent design of regional kidney exchanges in the
United States, in which the initial problem was establishing thickness, but in which
problems of congestion, and, lately, making it safe for transplant centers to participate,
have arisen. This is also the market most shaped by the fact that many people find some
kinds of transactions repugnant. In particular, buying and selling kidneys for transplan-
tation is illegal in most countries. So, unlike the several labor markets I discuss in this
chapter, this market operates entirely without money, which will cast into clear focus
how the “double coincidence of wants” problems that are most often solved with money
can be addressed with computer technology (and will highlight why these problems are
difficult to solve even with money, in markets like labor markets in which transactions
are heterogeneous).

The fourth section will review the design of the school choice systems for New York
City high schools (in which congestion was the immediate problem to be solved), and
the design of the new public school choice system in Boston, in which making it safe to
participate straightforwardly was the main issue. These allocation systems also operate
without money.

The fifth section will discuss recent changes in the market for American gastroen-
terologists, who wished to adopt the kind of clearinghouse organization already in place
for younger doctors, but who were confronted with some difficulties in making it safe
for everyone to change simultaneously from one market organization to another. This
involved making changes in the rules of the decentralized market that would precede
any clearinghouse even once it was adopted.

This will bring us naturally to a discussion of changes recently made in the decentral-
ized market for new economists in the United States.

Markets for new doctors in the United
States, Canada, and Britain

....................................................................................................................................................................

The first job American doctors take after graduating from medical school is called a
residency. These jobs are a big part of hospitals’ labor force, a critical part of physicians’
graduate education, and a substantial influence on their future careers. From  to
, one way that hospitals competed for new residents was to try to hire them earlier
than other hospitals. This moved the date of appointment earlier, first slowly and then

 The history of the American medical market given here is extracted from more detailed accounts in
Roth (, , ).
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quickly, until by  residents were sometimes being hired almost two years before
they would graduate from medical school and begin work.

When I studied this in Roth () it was the firstmarket inwhich I had seen this kind
of “unraveling” of appointment dates, but today we know that unraveling is a common
and costly form of market failure. What we see when we study markets in the process
of unraveling is that offers not only come increasingly early, but also become dispersed
in time and of increasingly short duration. So not only are decisions being made early
(before uncertainty is resolved about workers’ preferences or abilities), but also quickly,
with applicants having to respond to offers before they can learn what other offers might
be forthcoming. Efforts to prevent unraveling are venerable; for example, Roth and
Xing () quote Salzman () on laws in various English market from the th
century concerning “forestalling” a market by transacting before goods could be offered
in the market.

In , American medical schools agreed not to release information about students
before a specified date. This helped control the date of the market, but a new problem
emerged: hospitals found that if some of the first offers they made were rejected after a
period of deliberation, the candidates towhom theywished tomake their next offers had
often already accepted other positions. This led hospitals to make exploding offers to
which candidates had to reply immediately, before they could learn what other offers
might be available, and led to a chaotic market that shortened in duration from year
to year, and resulted not only in missed agreements but also in broken ones. This kind
of congestion also has since been seen in other markets, and in the extreme form it
took in the American medical market by the late s it also constitutes a form of
market failure (cf. Roth and Xing, , and Avery et al., , for detailed accounts of

AQ. ? Or
need details
for a 
source. congestion in labor markets in psychology and law).

 On the costs of such unraveling in some markets for which unusually good data have been
available, see Niederle and Roth (b) on the market for gastroenterology fellows, and Fréchette et al.
() on the market for post-season college football bowls. For some other recent unraveled markets,
see Avery et al. () on college admissions; and Avery et al. () on appellate court clerks. For a line
of work giving theoretical insight into some possible causes of unraveling, see Li and Rosen (),
Li and Suen (), Suen (), and Damiano et al. ().

 “Thus at Norwich no one might forestall provisions by buying, or paying ‘earnest money’ for them
before the Cathedral bell had rung for the mass of the Blessed Virgin; at Berwick-on-Tweed no one was
to buy salmon between sunset and sunrise, or wool and hides except at the market-cross between  and
; and at Salisbury persons bringing victuals into the city were not to sell them before broad day.”
Unraveling could be in space as well as in time. Salzman also reports (p. ) that under medieval law
markets could be prevented from being established too near to an existing market, and also, for markets
on rivers, nearer to the sea. “Besides injury through mere proximity, and anticipation in time, there
might be damage due to interception of traffic. . . .” Such interception was more usual in the case of
waterborne traffic. In  Eve de Braose complained that Richard fitz-Stephen had raised a market at
Dartmouth to the injury of hers at Totnes, as ships which ought to come to Totnes were stopped at
Dartmouth and paid customs there. No decision was reached, and eight years later Eve’s husband,
William de Cantelupe, brought a similar suit against Richard’s son Gilbert. The latter pleaded that his
market was on Wednesday and that at Totnes on Saturday; but the jury said that the market at
Dartmouth was to the injury of Totnes, because Dartmouth lies between it and the sea, so that ships
touched there and paid toll instead of going to Totnes; and also that cattle and sheep which used to be
taken to Totnes market were now sold at Dartmouth; the market at Dartmouth was therefore
disallowed.”
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Faced with a market that was working very badly, the various American medical
associations (of hospitals, students, and schools) agreed to employ a centralized clear-
inghouse to coordinate the market. After students had applied to residency programs
and been interviewed, instead of having hospitals make individual offers to which
students had to respond immediately, students and residency programs would instead
be invited to submit rank order lists to indicate their preferences. That is, hospitals
(residency programs) would rank the students they had interviewed, students would
rank the hospitals (residency programs) at which they had been interviewed, and a
centralized clearinghouse—a matching mechanism—would be employed to produce
a matching from the preference lists. Today this centralized clearinghouse is called the
National Resident Matching Program (NRMP).

Roth () showed that the algorithm adopted in  produced a matching of
students to residency programs that is stable in the sense defined by Gale and Shapley
(), namely that, in terms of the submitted rank order lists, there was never a student
and a residency program that were not matched to each other but would have mutually
preferred to have been matched to each other than to (one of) their assigned match(es).
However, changes in the market over the years made this more challenging.

For example, one change in themarket had to dowith the growing number ofmarried
couples graduating from American medical schools and wishing to be matched to jobs
in the same vicinity. This hadn’t been a problem in the s, when virtually all medical
students were men. Similarly, the changing nature of medical specialization sometimes
produced situations in which a student needed to be simultaneously matched to two
positions. Roth () showed that these kinds of changes can sometimes make it
impossible to find a stable matching, and, indeed, an early attempt to deal with couples
in a way that did not result in a stable matching had made it difficult to attract high
levels of participation by couples in the clearinghouse.

In , I was invited to direct the redesign of the medical match, in response to
a crisis in confidence that had developed regarding its ability to continue to serve
the medical market, and whether it appropriately served student interests. A critical
question was to what extent the stability of the outcome was important to the success of
the clearinghouse. Some of the evidence came from the experience of British medical
markets. Roth (, b) had studied the clearinghouses that had been tried in
the various regions of the British National Health Service (NHS) after those markets
unraveled in the s. A Royal Commission had recommended that clearinghouses
be established on the American model, but since the American medical literature didn’t
describe in detail how the clearinghouse worked, each region of the NHS adopted a
different algorithm for turning rank order lists into matches, and the unstable mecha-
nisms had largely failed and been abandoned, while the stable mechanisms succeeded
and survived.

 The effects of instability were different in Britain than in the US, because positions in Britain
were assigned by the National Health Service, and so students were not in a position to receive other
offers (and decline the positions they were matched to) as they were in the US. Instead, in Britain,
students and potential employers acted in advance of unstable clearinghouses. For example, Roth
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Of course, there are other differences between regions of the British NHS than how
they organized their medical clearinghouses, so there was also room for controlled
experiments in the laboratory on the effects of stable and unstable clearinghouse. Kagel
and Roth () report a laboratory experiment that compared the stable clearinghouse
adopted in Edinburgh with the unstable one adopted in Newcastle, and showed that,
holding all else constant, the difference in how the two clearinghouses were organized
was sufficient to account for the success of the Edinburgh clearinghouse and the failure
of the unstable one in Newcastle.

Roth and Peranson () report on the new clearinghouse algorithm that we
designed for the NRMP, which aims to always produce a stable matching. It does so
in a way that makes it safe for students and hospitals to reveal their preferences. The

AQ. Which
Roth  -a
or b? - in note
? new algorithm has been used by the NRMP since , and has subsequently been

adopted by over three dozen labor market clearinghouses. The empirical evidence that
has developed in use is that the set of stable matchings is very seldom empty.

An interesting historical note is that the use of stable clearinghouses has been explic-
itly recognized as part of a pro-competitive market mechanism in American law. This
came about because in , sixteen law firms representing three former medical resi-
dents brought a class-action antitrust suit challenging the use of thematching system for
medical residents. The theory of the suit was that the matching system was a conspiracy
to hold down wages for residents and fellows, in violation of the Sherman Antitrust Act.
Niederle and Roth (a) observed that, empirically, the wages of medical specialties
with and without centralized matching in fact do not differ. The case was dismissed

AQ. In note ,
it’s hard to
follow ‘the
results don’t
follow in a
model that
includes the
facility that
the medical
match offers
to hospitals
that wish to
fill more of
one kind of
position if
they fail to fill
enough
positions of
another kind’.

after theUSCongress passed new legislation in  (contained in Public Law –)

() reports that in Newcastle and Birmingham it became common for students and consultants
(employers) to reach agreement in advance of the match, and then submit only each other’s name on
their rank order lists.

 Abstracting somewhat from the complexities of the actual market, the Roth–Peranson algorithm is
a modified student-proposing deferred acceptance algorithm (Gale and Shapley, ; see also Roth,
b). In simple markets, this makes it a dominant strategy for students to state their true
preferences (see Roth, , ; Roth and Sotomayor, ). Although it cannot be made a dominant
strategy for residency programs to state their true preferences (Roth, ; Sönmez, ), the fact that
the medical market is large turns out to make it very unlikely that residency programs can do any better
than to state their true preferences. This was shown empirically in Roth and Peranson (), and has
more recently been explained theoretically by Immorlica and Mahdian () and Kojima and Pathak
().

 Bulow and Levin () sketch a simple model of one-to-one matching in which a centralized
clearinghouse, by enforcing impersonal wages (i.e. the same wage for any successful applicant), could
cause downward pressure on wages (see also Kamecke, ). Subsequent analysis suggests more
skepticism about any downward wage effects in actual medical labor markets. See, for example, Kojima
(), who shows that the Bulow-Levin results don’t follow in a model in which hospitals can employ
more than one worker, and Niederle (), who shows that the results don’t follow in a model that
includes the facility that the medical match offers to hospitals that wish to fill more of one kind of
position if they fail to fill enough positions of another kind. Crawford () considers how the
deferred acceptance algorithm of Kelso and Crawford () could be adapted to adjust personal wages
in a centralized clearinghouse (see also Artemov, ).
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noting that themedicalmatch is a pro-competitivemarketmechanism, not a conspiracy
in restraint of trade.This reflectedmodern research on themarket failures that preceded
the adoption of the first medical clearinghouse in the s, which brings us back to the
main subject of the present chapter.

To summarize, the study and design of a range of clearinghouses in the s and
s made it clear that producing a stable matching is an important contributor to
the success of a labor clearinghouse. For the purposes of the present chapter, note that
such a clearinghouse can persistently attract the participation of a high proportion of
the potential participants, and when it does so it solves the problem of establishing a
thick market. A computerized clearinghouse like those in use for medical labor markets
also solves the congestion problem, since all the operations of the clearinghouse can be
conducted essentially simultaneously, in that the outcome is determined only after the
clearinghouse has cleared the market. And, as mentioned briefly, these clearinghouses
can be designed to make it safe for participants to reveal their true preferences, without
running a risk that by doing so they will receive a worse outcome than if they had
behaved strategically and stated some other preferences.

In the following sections, we’ll see more about how the failure to perform these tasks
can cause markets to fail.

 See Roth (). The law states in part: “Congress makes the following findings: For over  years,
most United States medical school seniors and the large majority of graduate medical education
programs (popularly known as ‘residency programs’) have chosen to use a matching program to match
medical students with residency programs to which they have applied. . . . Before such matching
programs were instituted, medical students often felt pressure, at an unreasonably early stage of their
medical education, to seek admission to, and accept offers from, residency programs. As a result,
medical students often made binding commitments before they were in a position to make an informed
decision about a medical specialty or a residency program and before residency programs could make
an informed assessment of students’ qualifications. This situation was inefficient, chaotic, and unfair and
it often led to placements that did not serve the interests of either medical students or residency
programs. The original matching program, now operated by the independent non-profit National
Resident Matching Program and popularly known as ‘the Match’, was developed and implemented more
than  years ago in response to widespread student complaints about the prior process. . . . The Match
uses a computerized mathematical algorithm . . . to analyze the preferences of students and residency
programs and match students with their highest preferences from among the available positions in
residency programs that listed them. Students thus obtain a residency position in the most highly
ranked program on their list that has ranked them sufficiently high among its preferences. . . . Antitrust
lawsuits challenging the matching process, regardless of their merit or lack thereof, have the potential to
undermine this highly efficient, pro-competitive, and long-standing process. The costs of defending
such litigation would divert the scarce resources of our country’s teaching hospitals and medical schools
from their crucial missions of patient care, physician training, and medical research. In addition, such
costs may lead to abandonment of the matching process, which has effectively served the interests of
medical students, teaching hospitals, and patients for over half a century. . . . It is the purpose of this
section to-confirm that the antitrust laws do not prohibit sponsoring, conducting, or participating in a
graduate medical education residency matching program, or agreeing to do so; and ensure that those
who sponsor, conduct or participate in such matching programs are not subjected to the burden and
expense of defending against litigation that challenges such matching programs under the antitrust
laws.”
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Kidney exchange
....................................................................................................................................................................

Kidney transplantation is the treatment of choice for end-stage renal disease, but there
is a grave shortage of transplantable kidneys. In the United States there are over ,
patients on the waiting list for cadaver kidneys, but in  fewer than , trans-
plants of cadaver kidneyswere performed. In the same year, around , patients either
died while on the waiting list or were removed from the list as “Too Sick to Transplant.”
This situation is far from unique to the United States: In the UK at the end of  there
were over , people on the waiting list for cadaver kidneys, and only , such
transplants were performed that year. 

Because healthy people have two kidneys, and can remain healthy with just one, it
is also possible for a healthy person to donate a kidney, and a live-donor kidney has a
greater chance of long-term success than does one from a deceased donor. However,
good health and goodwill are not sufficient for a donor to be able to give a kidney to a
particular patient: the patient and donor may be biologically incompatible because of
blood type, or because the patient’s immune system has already produced antibodies to
some of the donor’s proteins. In the United States in  there were , transplants
of kidneys from living donors (in the UK there were ).

The total supply of transplantable kidneys (from deceased and living donors) clearly
falls far short of the demand. But it is illegal in almost all countries to buy or sell kidneys
for transplantation. This legislation is the expression of the fact that many people find
the prospect of such a monetized market highly repugnant (see Roth, ).

So, while a number of economists have devoted themselves to the task of repealing
or relaxing laws against compensating organ donors (see e.g. Becker and Elias, ,
and the discussion of Elias and Roth, ), another task that faces a market designer
is how to increase the number of transplants subject to existing constraints, including
those that forbid monetary incentives.

It turns out that, prior to , in just a very few cases, incompatible patient–donor
pairs and their surgeons had managed to arrange an exchange of donor kidneys (some-
times called “paired donation”), when the patient in each of two incompatible patient–
donor pairs was compatible with the donor in the other pair, so that each patient
received a kidney from the other’s donor. Sometimes a different kind of exchange had
also been accomplished, called a list exchange, in which a patient’s incompatible donor
donated a kidney to someonewho (by virtue of waiting a long time) had high priority on
the waiting list for a cadaver kidney, and in return the donor’s intended patient received
high priority to receive the next compatible cadaver kidney that became available. Prior

 For US data see <http://www.optn.org/data> (accessed August , ; website since moved to
<http://optn.transplant.hrsa.gov>). For UK data, see <http://www.uktransplant.org.uk/ukt/statistics/
calendar_year_statistics/pdf/yearly_statistics_.pdf> (accessed August , ). As I update this in
, the number of US patients waiting for cadaver kidneys has risen to over ,, while in 
there were just barely over , transplants from cadaver kidneys (so the waiting list has grown
considerably while the number of deceased donors has not).
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toDecember  only five exchanges had been accomplished at the fourteen transplant
centers in New England. Some exchanges had also been accomplished at Johns Hopkins
in Baltimore, and among transplant centers in Ohio. So, these forms of exchange were
feasible and non-repugnant.  Why had so very few happened?

One big reason had to do with the (lack of) thickness of the market, i.e. the size of
the pool of incompatible patient–donor pairs who might be candidates for exchange.
When a kidney patient brought a potential donor to his or her doctor to be tested for
compatibility, donors who were found to be incompatible with their patient were mostly
just sent home. They were not patients themselves, and often no medical record at all
was retained to indicate that they might be available. And in any event, medical privacy
laws made these potential donors’ medical information unavailable.

Roth et al. (a) showed that, in principle, a substantial increase in the num-
ber of transplants could be anticipated from an appropriately designed clearinghouse
that assembled a database of incompatible patient–donor pairs. That paper considered
exchanges with no restrictions on their size, and allowed list exchange to be integrated
with exchange among incompatible patient–donor pairs. That is, exchanges could be a
cycle of incompatible patient–donor pairs of any size such that the donor in the first pair
donated a kidney to the patient in the second, the second pair donated to the third, and
so on, until the cycle closed with the last pair donating to the first. And pairs that would
have been interested in a list exchange in which they donated a kidney in exchange for
high priority on the cadaver waiting list could be integrated with the exchange pool
by having them donate to another incompatible pair in a chain that would end with
donation to the waiting list.

We sent copies of that paper to many kidney surgeons, and one of them, Frank Del-
monico (themedical director of theNewEnglandOrganBank), came to lunch to pursue
the conversation. Out of that conversation, which grew to include many others (and led
to modifications of our original proposals), came the New England Program for Kidney
Exchange, which unites the fourteen kidney transplant centers in New England to allow
incompatible patient–donor pairs from anywhere in the region to find exchanges with
other such pairs.

For incentive and other reasons, all such exchanges have been done simultaneously,
to avoid the possibility of a donor becoming unwilling or unable to donate a kidney
after that donor’s intended patient has already received a kidney from another patient’s
donor. So, one form that congestion takes in organizing kidney exchanges is that
multiple operating rooms and surgical teams have to be assembled. (A simultaneous
exchange between two pairs requires four operating rooms and surgical teams, two for
the nephrectomies that remove the donor kidneys, and two for the transplantations that
immediately follow. An exchange involving three pairs involves six operating rooms
and teams, etc.) Roth et al. (a) noted that large exchanges would arise relatively
infrequently, but could pose logistical difficulties.

 See Rapoport (), Ross et al. (), Ross and Woodle (), for some early discussion of the
possibility of kidney exchange, and Delmonico (), and Montgomery et al. () for some early
reports of successful exchanges.
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These logistical difficulties loomed large in our early discussions with surgeons, and
out of those discussions came the analysis inRoth et al. (a) of howkidney exchanges
might be organized if only two-way exchanges were feasible. The problem of two-way
exchanges can be modeled as a classic problem in graph theory, and, subject to the
constraint that exchanges involve no more than two pairs, efficient outcomes with good
incentive properties can be found in computationally efficient ways. When the New
England Program for Kidney Exchange was founded in  (Roth et al., b), it used
the matching software that had had been developed to run the simulations in Roth et al.
(a,b), and it initially attempted only two-way matches (while keeping track of the
potential three-way matches that were missed). This was also the case when Sönmez,
Ünver and I started running matches for the Ohio-based consortium of transplant
centers that eventually became the Alliance for Paired Donation. 

However, some transplants are lost that could have been accomplished if three-way
exchanges were available. In Saidman et al. () and in Roth et al. (), we showed
that to get close to the efficient number of transplants, the infrastructure to perform
both two-way and three-way exchanges would have to be developed, but that once the
population of available patient–donor pairs was large enough, few transplants would
be missed if exchanges among more than three pairs remained difficult to accomplish.
Both the New England Program for Kidney Exchange and the Alliance for Paired
Donation have since taken steps to be able to accommodate three-way as well as two-
way exchanges. Being able to deal with the (six operating room) congestion required
to accomplish three-way exchanges has the effect of making the market thicker, since it
creates more exchange possibilities.

As noted above, another way to make the market thicker is to integrate exchange
between pairs with list exchange, so that exchange chains can be considered, as well
as cycles. This applies as well to how the growing numbers of non-directed (altruistic)
donors are used. A non-directed (ND) donor is someone who wishes to donate a kidney
without having a particular patient in mind (and whose donor kidney therefore does
not require another donor kidney in exchange). The traditional way to utilize such
ND donors was to have them donate to someone on the cadaver waiting list. But as
exchanges have started to operate, it has now become practical to have the ND donor
donate to some pair that is willing to exchange a kidney, and have that pair donate to
someone on the cadaver waiting list. Roth et al. () report on how and why such
exchanges are now done in New England. As in traditional exchange, all surgeries are
conducted simultaneously, so there are logistical limits on how long a chain is feasible.

 The New England Program for Kidney Exchange has since integrated our software into theirs, and
conducts its own matches. The Alliance for Paired Donation originally used our software, and as the size
of the exchange pool grew, the integer programming algorithms were written in software that can
handle much larger numbers of pairs (Abraham et al., ). The papers by Roth et al. (a,b) were
also widely distributed to transplant centers (as working papers in ). The active transplant program
at Johns Hopkins has also begun to use software similar in design to that in Roth et al. (b, a) to
optimize pairwise matches (see Segev et al., ).
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But we noted that, when a chain is initiated by a ND donor, it might be possible to relax
the constraints that all parts of the exchange be simultaneous, since

If something goes wrong in subsequent transplants and the whole ND-chain cannot
be completed, the worst outcome will be no donated kidney being sent to the waitlist
and the ND donation would entirely benefit the KPD [kidney exchange] pool. (Roth
et al., , p. )

That is, if a conventional exchange were done in a non-simultaneous way, and if the
exchange broke down after some patient–donor pair had donated a kidney but before
they had received one, then that pair would not only have lost the promised transplant,
but also have lost a healthy kidney. In particular, the patient would no longer be in
position to exchange with other incompatible patient–donor pairs. But in a chain that
begins with a ND donor, if the exchange breaks down before the donation to some
patient–donor pair has been made (because the previous donor in the chain becomes
unwilling or unable to donate), then the pair loses the promised transplant, but is no
worse off than they were before the exchange was planned, and in particular they can
still exchange with other pairs in the future. So, while a non-simultaneous ND chain of
donations could create an incentive to break the chain, the costs of a breach would be
less than in a pure exchange, and so the benefits (in terms of longer chains) are worth
exploring. The first such non-simultaneous “never ending” altruistic donor (NEAD)
chain was begun by the Alliance for Paired Donation in July . A week after the first
patient was transplanted from an altruistic (ND) donor, her husband donated a kidney
to another patient, whose mother later donated her kidney to a third patient, whose
daughter donated (simultaneously) to a fourth patient, whose sister is, as I write, now
waiting to donate to another patient whose incompatible donor will be willing to “pass
it forward” (Rees et al., ).  AQ. a or b or

both?
To summarize the progress to date, the big problem facing kidney exchange prior to

 was the lack of thickness in the market, so that incompatible patient–donor pairs
were left in the difficult search for what Jevons () famously described as a double
coincidence of wants (Roth et al., ). By building a database of incompatible patient–
donor pairs and their relevant medical data, it became possible to arrange more trans-
plants, using a clearinghouse to maximize the number (or to achieve some quality- or
priority-adjusted number) of transplants subject to various constraints. The state of the
art now involves both two-way and three-way cyclical exchanges and a variety of chains,
either ending with a donation to someone on the cadaver waiting list or beginning with
an altruistic ND donor, or both. While large simultaneous exchanges remain logistically
infeasible, the fact that almost all efficient exchanges can be accomplished in cycles of
no more than three pairs, together with clearinghouse technology that can efficiently

 Increasing the number of patients who benefit from the altruism of a ND donor may also increase
the willingness of such donors to come forward. After publicity of the first NEAD chain on ABC World
News Tonight, July ,  (see <http://utoledo.edu/utcommcenter/kidney>), the Alliance for Paired
Donation has had over  registrations on its website of people who are offering to be altruistic living
ND donors (Rees, personal communication).
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find such sets of exchanges, substantially reduces the problem of congestion in carrying
out exchanges. And, for chains that begin with ND donors, the early evidence is that
some relaxation of the incentive constraint that all surgeries be simultaneous seems to
be possible. 

There remain some challenges to further advancing kidney exchange that are also
related to thickness, congestion, and incentives.

Somepatients havemany antibodies, so that theywill need verymany possible donors
to find one who is compatible. For that reason and others, it is unlikely that purely
regional exchanges, such as presently exist, will provide adequate thickness for all the
gains from exchange to be realized. Legislation has recently been passed in theUSHouse
and Senate to remove a potential legal obstacle to a national kidney exchange.  Aside
fromexpanding kidney exchange to national scale, anotherway to increase the thickness
of the market would be to make kidney exchange available not just to incompatible
patient–donor pairs, but also to thosewho are compatible butmight nevertheless benefit
from exchange. 

While some of the congestion in terms of actually conducting transplants has been
addressed, there is still congestion associated with the time it takes to test for immuno-
logical incompatibility between patients and donors who (based on available tests) are
matched to be part of an exchange. That is, antibody production can vary over time,
and so a patient and donor who appear to be compatible in the database may not in
fact be. Because it now sometimes takes weeks to establish this, during which time
other exchanges may go forward, some exchanges are missed that could have been
accomplished if the tests for compatibility were done more quickly, so that the overall
pattern of exchanges could have been adjusted.

And as regional exchanges have grown to include multiple transplant centers, a new
issue has come to the fore concerning how kidney exchange should be organized to give
transplant centers the incentive to inform the central exchange of all of their incompati-
ble patient–donor pairs. Consider a situation in which transplant center A has two pairs
who are mutually compatible, so that it could perform an in-house exchange between

 The Postscript describes how non-simultaneous chains have indeed come to play a very large role
in kidney exchange.

 The proposed bill (HR , introduced on January ,  and passed in the House on March ,
, and S , introduced on February ,  and passed in the Senate February , ) is “To
amend the National Organ Transplant Act to clarify that kidney paired donations shall not be
considered to involve the transfer of a human organ for valuable consideration.” Kidney exchange is also
being organized in the UK; see <http://www.uktransplant.org.uk/ukt/about_transplants/
organ_allocation/kidney_(renal)/living_donation/paired_donation_matching_scheme.jsp>. The first
British exchange was carried out on July ,  (see the BBC report at <http://news.bbc.co.uk//hi/
health/.stm>.

 For example, a compatible middle-aged patient-donor pair, and an incompatible patient-donor
pair in which the donor is a twenty-five-year-old athlete could both benefit from exchange. Aside from
increasing the number of pairs available for exchange, this would also relieve the present shortage of
donors with blood type O in the kidney exchange pool, caused by the fact that O donors are only rarely
incompatible with their intended recipient. Simulations on the robust effects of adding compatible
patient-donor pairs to the exchange pool are found in Roth et al. (a, b), and in Gentry et al.
().
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figure .. Potential kidney exchanges between patient—donor pairs at multiple centers.
Double-headed arrows indicate that the connected pairs are compatible for exchange, i.e. the
patient in one pair is compatible with the donor in the other. Pairs A and A are both from
transplant center A; pairs B and C are from different transplant centers. Transplant center A,
which sees only its own pairs, can conduct an exchange among its pairs A and A since they are
compatible, and, if it does so, this will be the only exchange, resulting in two transplants.However,
if in Figure a transplant center A makes its pairs available for exchange with other centers,
then the exchanges will be A with B and A with C, resulting in four transplants. However,
in Figure b the suggested exchange might be A with B, which would leave the patient in A
without a transplant. Faced with this possibility (and not knowing if the situation is as in a or b)
transplant center A might choose to transplant A and A by itself, without informing the central
exchange.

these two pairs. If the mutual compatibilities are as shown in Figure .a, then if these
two pairs exchange with each other, only those two transplants will be accomplished. If
instead the pairs from transplant center A were matched with the pairs from the other
centers, as shown in Figure .a, four transplants could be accomplished (via exchanges
of pair A with pair B, and pair A with C).

But, note that if the situation had been that of Figure .b, then transplant center A
runs the risk that if it informs the central exchange of its pairs, then the recommended
exchange will be between A and B, since B has high priority (e.g. B is a child). This
would mean that pair A did not get a kidney, as they would have if A and A had
exchanged in-house. So, the situation facing transplant center A, not knowing what
pairs will be put forward for exchange by the other transplant centers, is that it can
assure itself of doing two transplants for its patients in pairs A and A, but it is not
guaranteed two transplants if it makes the pairs available for exchange and the situation
is as in Figure .b. If this causes transplant centers to withhold those pairs they can
transplant by themselves, then a loss to society results where the situation is as in Figure
.a. (In fact, if transplant centers withhold those pairs they can exchange in-house,
then primarily hard-to-match pairs will be offered for exchange, and the loss will be
considerable.)

One remedy is to organize the kidney exchange clearinghouse in a way that guar-
antees center A that any pairs it could exchange in-house will receive transplants. This
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would allow the maximal number of transplants to be achieved in the situation depicted
in Figure .a, and it would mean that in the situation depicted in Figure .b the
exchange between A and A would be made (and so the high-priority pair B would not
participate in exchange, just as they would not have if pairs A and A had not been put
forward). This is a bit of a hard discussion to have with surgeons, who find it repugnant
that, for example, the child patient in pair B would receive lower priority than pairs A
and A just because of the accident that they were mutually compatible and were being
treated at the same transplant center. (Needless to say, if transplant center A withholds
its pairs and transplants them in-house, they effectively have higher priority than pair
B, even if no central decision to that effect has been made.) But this is an issue that will
have to be resolved, because the full participation of all transplant centers substantially
increases the efficiency of exchange.

Note that, despite all the detailed technical particulars that surround the establish-
ment of kidney exchange programs, and despite the absence of money in the kidney
exchange market, we can recognize some of the basic lessons of market design that
were also present in designing labor market clearinghouses. The first issue was mak-
ing the market thick, by establishing a database of patient–donor pairs available to
participate in exchange. Then issues of congestion had to be dealt with, so that the
clearinghouse could identify exchanges involving sufficiently few pairs (initially two,
now three) for transplants to be done simultaneously. Simultaneity is related to making
sure that everyone involved in an exchange never has an incentive not to go forward
with it, but as exchanges have grown to include multiple transplant centers, there are
also incentive issues to be resolved in making it safe for a transplant center to enroll all
of its eligible pairs in the central exchange.

School choice
....................................................................................................................................................................

Another important class of allocation problems inwhich nomoney changes hands is the
assignment of children to big-city public schools, based both on the preferences of stu-
dents and their families, and on the preferences of schools, or on city priorities. Because
public school studentsmust use whatever system local authorities establish, establishing
a thickmarket is not themain problem facing such systems. (Althoughhowwell a school
choice system works may influence how many children ultimately attend city schools.)
But how well a school choice system works still has to do with how effectively it deals
with congestion, and how safe it makes it for families to straightforwardly reveal their
preferences.

My colleagues and I were invited to help design the current New York City (NYC)
high-school choice program, chiefly because of problems the old decentralized sys-
tem had in dealing with congestion. In Boston we were invited to help design the
current school choice system because the old system, which was itself a centralized
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clearinghouse, did not make it safe for families to state their preferences.  In both
Boston and NYC the newly designed systems incorporate clearinghouses to which stu-
dents (and, inNYC, schools) submit preferences. Although another alternative was con-
sidered in Boston, both Boston and NYC adopted clearinghouses similar to the kinds of
stable clearinghouses used in medical labor markets (powered by a student-proposing
deferred acceptance algorithm), adapted to the local situations. For my purpose in the
present chapter, I’ll skip any detailed discussion of the clearinghouse designs, except to
note that they make it safe for students and families to submit their true preferences.
Instead, I’ll describe briefly what made the prior school choice systems congested or
risky. 

In NYC, well over , students a year must be assigned to over  high-school
programs. Under the old system, students were asked to fill out a rank order list of
up to five programs. These lists were then copied and sent to the schools. Subject to
various constraints, schools could decide which of their applicants to accept, waitlist,
or reject. Each applicant received a letter from the NYC Department of Education with
the decisions of the schools to which she or he had applied, and applicants were allowed
to accept no more than one offer, and one waitlist. This process was repeated: after the
responses to the first letter were received, schools with vacant positions could make new
offers, and after replies to the second letter were received, a third letter with new offers
was sent. Students not assigned after the third step were assigned to their zoned schools,
or assigned via an administrative process.Therewas an appeals process, and an “over the
counter” process for assigning students who had changed addresses, or were otherwise
unassigned before school began.

Three rounds of processing applications to no more than five out of more than 
programs by almost , students was insufficient to allocate all the students.That is,
this process suffered from congestion (in precisely the sense explored in Roth and Xing,

AQ. Roth &
Xing 
doesn’t appear
in the ref. list.): not enough offers and acceptances could bemade to clear themarket. Only about

, students received offers initially, about , of whom received multiple offers.
And when the process concluded, approximately , students had been assigned to
a school that was nowhere on their choice list.

Three features of this process particularly motivated NYC Department of Education’s
desire for a new matching system. First were the approximately , students not
assigned to a school they had chosen. Second, students and their families had to be
strategic in their choices. Students who had a substantial chance of being rejected
by their true first-choice school had to think about the risk of listing it first, since,
if one of their lower-choice schools took students’ rankings into account in decid-
ing on admissions, they might have done better to list it first. (More on this in a

 The invitation to meet with Boston Public Schools came after a newspaper story recounted the
difficulties with the Boston system, as described in Abdulkadiroğlu and Sönmez (). For subsequent
explorations of the old Boston system, see Chen and Sönmez (), Ergin and Sönmez (), Pathak
and Sönmez (), and Abdulkadiroğlu et al. ().

 The description of the situation in NYC is from Abdulkadiroğlu et al. (a); for Boston see
Abdulkadiroğlu and Sönmez (), Abdulkadiroğlu et al. (b, ).
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moment, in the discussion of Boston schools.) Finally, the many unmatched students,
plus those who may not have indicated their true preferences (and the consequent
instability of the resulting matching) gave schools an incentive to be strategic: a sub-
stantial number of schools managed to conceal capacity from the central administra-
tion, thus preserving places that could be filled later with students unhappy with their
assignments.

As soon as NYC adopted a stable clearinghouse for high-school matching (in ,
for students entering high school in ), the congestion problem was solved; only
about , students a year have had to be assigned administratively since then, down
from, (andmany of these are studentswho for one reason or another fail to submit
preference lists). In addition, in the first three years of operation, schools learned that
it was no longer profitable to withhold capacity, and the resulting increase in the avail-
ability of places in desirable schools resulted in a larger number of students receiving
their first choices, second choices, and so forth from year to year. Finally, as submitted
rank order lists have begun to more reliably reflect true preferences, these have begun to
be used as data for the politically complex process of closing or reforming undesirable
schools (Abdulkadiroğlu et al., a, ).

In Boston, the problem was different. The old school choice system there made
it risky for parents to indicate their true first-choice school if it was not their local
school. The old system was simple in conception: parents ranked schools, and the
algorithm tried to give as many families as possible their first-choice school. Where
the capacity of a school was less than the number of students who ranked it first,
priority was given to students who had siblings in the school, or who lived within
walking distance, or, finally, who had been assigned a good lottery number. After these
assignments were made, the algorithm tried to match as many remaining students as
possible with their second-choice school, and so on. The difficulty facing families was
that, if they ranked a popular school first and weren’t assigned to it, they might find
that by the time they were considered for their second-choice school, it was already
filled with people who had ranked it first. So, a family who had a high priority for
their second-choice school (e.g. because they lived close to it), and could have been
assigned to it if they had ranked it first, might no longer be able to get in if they ranked
it second.

As a consequence, many families were faced with difficult strategic decisions, and
some families devoted considerable resources to gathering relevant information about
the capacities of schools, how many siblings would be enrolling in kindergarten, etc.
Other families were oblivious to the strategic difficulties, and sometimes suffered the
consequences; if they listed popular schools for which they had low priority, they were
often assigned to schools they liked very little.

In Boston, the individual schools are not actors in the school choice process, and
so there was a wider variety of mechanisms to choose from than in New York. My
colleagues and I recommended two possibilities that were strategy-proof (in the sense
that they make it a dominant strategy for students and families to submit their true pref-
erences), andwhich thuswouldmake it safe for students to submit their true preferences
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(Abdulkadiroğlu et al., b, ).  This proved to be decisive in persuading the
Boston School Committee to adopt a new algorithm. Then Superintendent of Schools,
Thomas Payzant, wrote, in a  memo to the School Committee:

Themost compelling argument formoving to a new algorithm is to enable families to
list their true choices of schools without jeopardizing their chances of being assigned
to any school by doing so.

Superintendent Payzant further wrote:

A strategy-proof algorithm levels the playing field by diminishing the harm done to
parents who do not strategize or do not strategize well.

Making the school choice system safe to participate in was critical in the decision of
Boston public schools to move from a clearinghouse that was not strategy-proof to one
that was. Different issues of safety were critical in the market for gastroenterologists,
discussed next.

Gastroenterologists
....................................................................................................................................................................

An American medical graduate who wishes to become a gastroenterologist first com-
pletes three years of residency in internal medicine, and then applies for a job as a fellow
in gastroenterology, a subspecialty of internalmedicine.  Themarket for gastroenterol-

AQ. SHO in
note  how
superseded.ogy fellowswas organized via a stable labormarket clearinghouse (a “match”) from

through the late s, after which the match was abandoned (following an unexpected
shock to the supply and demand for positions in ; see McKinney et al., ). This
provided an opportunity to observe the unraveling of a market as it took place. From
the late s until , offers of positions were made increasingly far in advance of
employment (moving back to almost two years in advance, so that candidates were often
being interviewed early in their second year of residency). Offers also became dispersed
in time, and short in duration, so that candidates faced a thin market. One consequence
was that the market became much more local than it had been, with gastroenterology
fellows more likely to be recruited at the same hospital at which they had worked as a
resident (Niederle and Roth, ; Niederle et al., ). AQ. a or b or

both?
Faced with these problems, the various professional organizations involved in the

market for gastroenterology fellows agreed to try to resume using a centralized

 In addition to the student-proposing deferred acceptance algorithm that was ultimately adopted,
we proposed a variation of the “top trading cycles” algorithm originally explored by Shapley and Scarf
(), which was shown to be strategy-proof by Roth (b), and which was extended, and explored
in a school choice context, by Abdulkadiroğlu and Sönmez (, ).

 A much more thorough treatment of the material in this section is given in Niederle and Roth
(b).

 The American system of residents and fellows is similar but not precisely parallel to the system in
the UK of house officers and registrars, which has also recently faced some problems of market design.
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clearinghouse, to be operated one year in advance of employment. However, this raised
the question of how to make it safe for program directors and applicants to wait for the
clearinghouse, which would operate almost a year later than hiring had been accom-
plished in the immediate past. Program directors who wanted to wait for the match
worried that if their competitors made early offers, then applicants would lose confi-
dence that thematchwouldwork and consequentlywould accept those early offers.That
is, in the first year of a match, applicants might not yet feel safe to reject an early offer
in order to wait for the match. Program directors who worried about their competitors
might thus be more inclined to make early offers themselves.

The gastroenterology organizations did not feel able to directly influence the hiring
behavior of programs that might not wish to wait for the match. Consequently we
recommended that policies be adopted that would allow applicants who wished to wait
for the match to more effectively deal with early offers themselves (Niederle et al., ).
We modeled our recommendation on the policies in place in the American market for
graduate school admission. In this market, a policy (adopted by the large majority of
universities) states that offers of admission and financial support to graduate students
should remain open until April .

Students are under no obligation to respond to offers of financial support prior to
April ; earlier deadlines for acceptance of such offers violate the intent of this
Resolution. In those instances inwhich a student accepts an offer beforeApril , and
subsequently desires to withdraw that acceptance, the student may submit in writing
a resignation of the appointment at any time through April . However, an accep-
tance given or left in force after April  commits the student not to accept another
offerwithout first obtaining awritten release from the institution towhich a commit-
ment has been made. Similarly, an offer by an institution after April  is conditional
on presentation by the student of the written release from any previously accepted
offer. It is further agreed by the institutions and organizations subscribing to the
above Resolution that a copy of this Resolution should accompany every scholarship,
fellowship, traineeship, and assistantship offer.” (See <http://www.cgsnet.org/april-
-resolution)>

This of course makes early exploding offers much less profitable. A program that might
be inclined to insist on an against-the-rules early response is discouraged from doing
so, because they can’t “lock up” a student to whom they make such an offer, because
accepting such an offer does not prevent the student from later receiving and accepting
a preferred offer.

A modified version of this policy was adopted by all four major gastroen-
terology professional organizations, the American Gastroenterological Association
(AGA), the American College of Gastroenterology (ACG), the American Society for

 Niederle and Roth (a) study in the laboratory the impact of the rules that govern the types of
offers that can be made (with or without a very short deadline) and whether applicants can change their
minds after accepting an early offer. In the uncongested laboratory environments we studied,
eliminating the possibility of making exploding offers, or making early acceptances non-binding,
prevents the markets from operating inefficiently early.
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Gastrointestinal Endoscopy (ASGE), and the American Association for the Study of
Liver Diseases (AASLD), regarding offers made before the (new) match. The resolution
states, in part:

The general spirit of this resolution is that each applicant should have an opportunity
to consider all programs before making a decision and be able to participate in
the Match. . . . It therefore seeks to create rules that give both programs and appli-
cants the confidence that applicants and positions will remain available to be filled
through the Match and not withdrawn in advance of it. This resolution addresses
the issue that some applicants may be persuaded or coerced to make commitments
prior to, or outside of, the Match. . . .Any applicant may participate in the matching
process . . . by . . . resigning the accepted position if he/she wishes to submit a rank
order list of programs. . . .The spirit of this resolution is to make it unprofitable for
program directors to press applicants to accept early offers, and to give applicants an
opportunity to consider all offers. . . .

The gastroenterology match for  fellows was held on June , , and suc-
ceeded in attracting  of the  eligible fellowship programs (). Of the positions
offered in the match,  were filled through the match, and so it appears that the gas-
troenterology community succeeded in making it safe to participate in the match, and
thus in changing the timing and thickness of the market, while using a clearinghouse to
avoid congestion.

The policies adopted by gastroenterologists prior to their match make clear that mar-
ket design in this case consists not only of the “hardware” of a centralized clearinghouse,
but also of the rules and understandings that constitute elements of “market culture.”
This leads us naturally to consider how issues of timing, thickness, and congestion are
addressed in a market that operates without any centralized clearinghouse.

Market for new economists
....................................................................................................................................................................

The North American market for new PhDs in economics is a fairly decentralized
one, with some centralized marketplace institutions, most of them established by the
American EconomicsAssociation (AEA). Some of these institutions are of long stand-
ing, while others have only recently been established. Since  the AEA has had anAd
Hoc Committee on the Job Market, charged with considering ways in which the market
for economists might be facilitated.

 This is not a closed market, as economics departments outside North America also hire in this
market, and as American economics departments and other employers often hire economists educated
elsewhere. But a large part of the market involves new American PhDs looking for academic positions
at American colleges and universities. See Cawley () for a description of the market aimed at giving
advice to participants, and Siegfried and Stock () for some descriptive statistics.

 At the time of writing its members were Alvin E. Roth (chair), John Cawley, Philip Levine, Muriel
Niederle, and John Siegfried, and the committee had received assistance from Peter Coles, Ben Greiner,
and Jenna Kutz.
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Roughly speaking, themain part of thismarket begins each year in the early fall, when
economics departments advertise for positions. Positions may be advertised in many
ways, but a fairly complete picture of the academic part of the market can be obtained
from the AEA’s monthly publication Job Openings for Economists (JOE), which provides
a central location for employers to advertise and for job seekers to see who is hiring
(<http://www.aeaweb.org/joe>). Graduate students nearing completion of their PhDs
answer the ads by sending applications, which are followed by letters of reference, most
typically from their faculty advisors.

Departments often receive several hundred applications (because it is easy for appli-
cants to apply to many schools), and junior recruiting committees work through the late
fall to read applications, papers, and letters, and to seek information through informal
networks of colleagues, to identify small subsets of applicants they will invite for half-
hour preliminary interviews at the annual AEA meeting in early January. This is part
of a very large annual set of meetings, of the Allied Social Science Associations, which
consist of the AEA and almost fifty smaller associations. Departments reserve suites for
interviewing candidates at the meeting hotels, and young economists in new suits com-
mute up and down the elevators, from one interview to another, while recruiting teams
interview candidates one after the other, trading off with their colleagues throughout
long days. While the interviews in hotel suites are normally prearranged in December,
themeetings also host a spotmarket, in a large hall full of tables, at which both academic
and non-academic employers can arrange at the last minute to meet with candidates.
The spot market is called the Illinois Skills Match (because it is organized in conjunction
with the Illinois Department of Employment Security).

These meetings make the early part of the market thick, by providing an easy way for
departments to quickly meet lots of candidates, and by allowing candidates to efficiently
introduce themselves tomany departments.This largely controls the starting time of the
market. Although a small amount of interviewing goes on beforehand, it is quite rare
to hear of departments that make offers before the meetings, and even rarer to hear of
departments pressing candidates for replies before the meetings.

AQ. What is
ASSA in note
?

 These applications are usually sent through the mail, but now often also via email and on
webpages set up to receive them. Applicants typically apply to departments individually, by sending a
letter accompanied by their curriculum vitae and job market paper(s) and followed by their letters of
reference. Departments also put together “packages” of their graduating students who are on the
market, consisting of curricula vitae, job market papers, and letters of reference, and these are sent by
mail and/or posted on department websites (without the letters of reference). In  a private
organization, EconJobMarket.org, offered itself as a central repository of applications and letters of
reference on the web. The European Economics Association in collaboration with the Asociación
Española de Economía has initiated a similar repository at <http://jobmarketeconomist.com>.

 The situation is different in Europe, for example, where hiring is more dispersed in time. In an
attempt to help create a thicker European market, the Royal Economic Society held a “PhD
presentations event” for the first time in late January . Felli and Sutton () remark that “The
issue of timing, unsurprisingly, attracted strong comment. . . .”

 While the large-scale interviewing at the annual meetings has not been plagued by gradual
unraveling, some parts of the market have broken off. In the s, for example, the American
Marketing Association used to conduct job market meetings at the time of the ASSA meetings, but for a
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But while the preliminary interviewing part of the market is thick, it is congested. A
dedicated recruiting committee might be able to interview thirty candidates, but not a
hundred, and hence can meet only a small fraction of the available applicants. Thus the
decision of whom to interview at the meetings is an important one, and for all but elite
schools a strategic one as well. That is, while a few departments at the top of the pecking
order can simply interview the candidates they like best, a lower-ranked department that
uses all its interview slots to interview the same candidates who are interviewed by the
elite schools is likely to find that it cannot convert its initial interviews into new faculty
hires. Thus most schools have to give at least some thought not only to how much they
like each candidate, but to how likely it is that they can successfully hire that candidate.
This problem is only made more difficult by the fact that students can easily apply for
many positions, so the act of sending an application does not itself send a strong signal
of how interested the candidate might be. The problem may be particularly acute for
schools in somewhat special situations, such as liberal arts colleges, or British and other
non-American universities in which English is the language of instruction, since these
may be concerned that some students who strongly prefer positions at North American
research universities may apply to them only as insurance.

Following the January meetings, the market moves into a less organized phase, in
which departments invite candidates for “flyouts,” day-long campus visits during which
the candidate will make a presentation andmeet a substantial portion of the department
faculty and perhaps a dean. Here, too, the market is congested, and departments can fly
out only a small subset of the candidates they have interviewed at the meetings, because
of the costs of various sorts. This part of the market is less well coordinated in time:
some departments host flyouts already in January, while others wait until later. Some
departments try to complete all their flyouts before making any offers, while others
make offers while still interviewing. And some departments make offers that come with
moderate deadlines of twoweeks or so, whichmay nevertheless force candidates to reply
to an offer before knowing what other offers might be forthcoming.

By late March, the market starts to become thin. For example, a department that
interviewed twenty people at the meetings, invited six for flyouts, made offers to two,
and was rejected by both may find that it is now difficult to assess which candidates
whom it did not interview may still be on the market. Similarly, candidates whose

long time it has held its job market in August, a year before employment will begin, with the result that
assistant professors of marketing are often hired before having made as much progress on their
dissertations as is the case for economists (Roth and Xing, ).

 These costs arise not only because budgets for airfares and hotels may be limited, but also because
faculties quickly become fatigued after too many seminars and recruiting dinners.

 In  and  Georg Weizsacker, Muriel Niederle, Dorothea Kubler, and I conducted surveys
of economics departments regarding their hiring practices, asking in particular about what kinds of
deadlines, if any, they tended to give when they made offers to junior candidates. Loosely speaking, the
results suggested that departments that were large, rich, and elite often did not give any deadlines (and
sometimes were able to make all the offers they wanted to make in parallel, so that they would not
necessarily make new offers upon receiving rejections). Less well endowed departments often gave
candidates deadlines, although some were in a position to extend the deadline for candidates who
seemed interested but needed more time.
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interviews and flyouts did not result in job offers may find it difficult to know which
departments are still actively searching. To make the late part of the market thicker,
the first thing our AEA job market committee did was to institute a “scramble” web-
page through which departments with unfilled positions and applicants still on the
market could identify each other (see Guide to the Economics Job Market Scramble at
<http://www.aeaweb.org/joe/scramble/guide.pdf>). For simplicity, the scramble web-
page was passive (i.e. it didn’t provide messaging or matching facilities): it simply
announced the availability of any applicant or department who chose to register. The
scramble webpage operated for the first time in the latter part of the – job
market, when it was open for registrants between March  and , and was used by
 employers and  applicants (of whom only about half were new,  PhDs). It
was open only briefly, so that its information provided a snapshot of the late market,
which didn’t have to be maintained to prevent the information from becoming stale.

The following year our committee sought to alleviate some of the congestion sur-
rounding the selection of interview candidates at the January meetings, by introducing
a signaling mechanism through which applicants could have the AEA transmit to no
more than two departments a signal indicating their interest in an interview at the
meetings. The idea was that, by limiting applicants to two signals, each signal would
have some information value that might not be contained merely in the act of sending a
department an application, and that this information might be helpful in averting coor-
dination failures. The signaling mechanism operated for the first time in December

AQ. Need
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, and about , people used it to send signals. 

 For a simple conceptual example of how a limited number of signals can improve welfare, consider
a market with two applicants and two employers, in which there is only time for each employer to make
one offer, and each applicant can take at most one position. Even if employers and applicants wish only
to find a match, and have no preference with whom they match, there is a chance for signals to improve
welfare by reducing the likelihood of coordination failure. In the absence of signals, there is a symmetric
equilibrium in which each firm makes an offer to each worker with equal probability, and at this
equilibrium, half the time one worker receives two offers, and so one worker and one employer remain
unmatched. If the workers are each permitted to send one signal beforehand, and if each worker sends a
signal to each firm with equal probability, then if firms adopt the strategy of making an offer to an
applicant who sends them a signal, the chance of coordination failure is reduced from one-half to
one-quarter. If workers have preferences over firms, the welfare gains from reducing coordination
failure can be even larger. For recent treatments of signaling and coordination, see Coles et al.
(forthcoming), Lee and Schwarz (a,b), Lien (), and Stack (). See also Abdulkadiroğlu et al.
(), who discuss allowing applicants to influence tie-breaking by signaling their preferences in a
centralized clearinghouse that uses a deferred acceptance algorithm.

 The document “Signaling for Interviews in the Economics Job Market,” at
<http://www.aeaweb.org/joe/signal/signaling.pdf> includes the following advice:

“Advice to Departments: Applicants can only send two signals, so if a department doesn’t get a signal
from some applicant, that fact contains almost no information. (See advice to applicants, below, which
suggests how applicants might use their signals). But because applicants can send only two signals, the
signals a department does receive convey valuable information about the candidate’s interest.” “A
department that has more applicants than it can interview can use the signals to help break ties for
interview slots, for instance. Similarly, a department that receives applications from some candidates
who it thinks are unlikely to really be interested (but might be submitting many applications out of
excessive risk aversion) can be reassured of the candidate’s interest if the department receives one of the
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Both the scramble and the signaling facility attractedmany users, although it will take
some time to assess their performance. Like the JOE and the January meetings, they are
marketplace institutions that attempt to help themarket provide thickness and deal with
congestion.

Discussion
....................................................................................................................................................................

In the tradition of market design, I have concentrated on the details of particular mar-
kets, from medical residents and fellows to economists, and from kidney exchange to
school choice. But, despite their very different details, thesemarkets, like others, struggle
to provide thickness, to deal with the resulting congestion, and to make it safe and rela-
tively simple to participate. While the importance of thick markets has been understood
by economists for a long time, my impression is that issues of congestion, safety, and
simplicity were somewhat obscured when the prototypical market was thought of as a
market for a homogeneous commodity.

Thickness in a market has many of the properties of a public good, so it is not surpris-
ing that it may be hard to provide it efficiently, and that free riders have to be resisted,
whether in modern markets with a tendency to unravel, or in medieval markets with
rules against “forestalling.”Notice that providing thickness blurs the distinction between
centralized and decentralized markets, since marketplaces—from traditional farmers’
markets, to the AEA job market meetings, to the New York Stock Exchange—provide
thickness by bringing many participants to a central place. The possibility of having the
market perform other centralized services, as clearinghouses or signaling mechanisms
do, has only grown now that such central places can also be electronic, on the Internet
or elsewhere. And issues of thickness become if anything more important when there
are network externalities or other economies of scope. 

candidate’s two signals. A department that receives a signal from a candidate will likely find it useful to
open that candidate’s dossier and take one more look, keeping in mind that the candidate thought it
worthwhile to send one of his two signals to the department.”

“Advice to Applicants: The two signals should not be thought of as indicating your top two choices.
Instead, you should think about which two departments that you are interested in would be likely to
interview you if they receive your signal, but not otherwise (see advice to departments, above). You
might therefore want to send a signal to a department that you like but that might otherwise doubt
whether they are likely to be able to hire you. Or, you might want to send a signal to a department that
you think might be getting many applications from candidates somewhat similar to you, and a signal of
your particular interest would help them to break ties. You might send your signals to departments to
whom you don’t have other good ways of signaling your interest.”

 Establishing thickness, in contrast, is a central concern even in financial markets; see for example
the market design (“market microstructure”) discussions of how markets are organized at their daily
openings and closings, such as Biais et al. () on the opening call auction in the Paris Bourse and
Kandel et al. () on the closing call auctions in the Borsa Italiana and elsewhere.

 Thickness has received renewed attention in the context of software and other “platforms” that
serve some of the functions of marketplaces, such as credit cards, which require large numbers of both
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Congestion is especially a problem in markets in which transactions are heteroge-
neous, and offers cannot be made to the whole market. If transactions take even a short
time to complete, but offersmust be addressed to particular participants (as in offers of a
job, or to purchase a house), then someone who makes an offer runs the risk that other
opportunities may disappear while the offer is being considered. And even financial
markets (in which offers can be addressed to the whole market) experience congestion
on days with unusually heavy trading and large price movements, when prices may
change significantly while an order is being processed, and some orders may not be
able to be processed at all. As we have seen, when individual participants are faced
with congestion, they may react in ways that damage other properties of the market,
for example if they try to gain time by transacting before others.

Safety and simplicity may constrain some markets differently than others. Parents
engaged in school choice may need more of both than, say, bidders in very-high-value
auctions of the sort that allow auction experts to be hired as consultants. But even in
billion-dollar spectrum auctions, there are concerns that risks to bidders may deter
entry, or that unmanageable complexity in formulating bids and assessing opportunities
at each stagemay excessively slow the auction. Somewhere in between, insider trading

AQ. What is
FCC in note
? laws with criminal penalties help make financial markets safe for non-insiders to par-

ticipate. And if it is risky to participate in the market, individual participants may try to
manage their risk in ways that damage the market as a whole, such as when transplant
centers withhold patients from exchange, or employers make exploding offers before
applicants can assess themarket, or otherwise try to prevent their trading counterparties
from being able to receive other offers.

In closing, market design teaches us both about the details of market institutions and
about the general tasks markets have to perform. Regarding details, the word “design”
in “market design” is not only a verb, but also a noun, so economists can help to design
some markets, and profitably study the design of others. And I have argued in this
chapter that among the general tasks markets have to perform, difficulties in providing

consumers and merchants; see for example Evans and Schmalensee () and Evans et al. (); and
see Rochet and Tirole (), who concentrate on how the price structure for different sides of the
market may be an important design feature.

 The fact that transactions take time may in some markets instead inspire participants to try to
transact very late, near the market close, if that will leave other participants with too little time to react.
See for example the discussion of very late bids (“sniping”) on eBay auctions in Roth and Ockenfels
(), and Ariely et al. ().

 Bidder safety lies behind discussions both of the “winner’s curse” and collusion (cf. Kagel and
Levin ; Klemperer, ), as well as of the “exposure problem” that faces bidders who wish to
assemble a package of licenses in auctions that do not allow package bidding (see e.g. Milgrom, ).
And simplicity of the auction format has been addressed in experiments prior to the conduct of some
FCC auctions (see e.g. Plott, ). Experiments have multiple uses in market design, not only for
investigation of basic phenomena, and small-scale testing of new designs, but also in the considerable
amount of explanation, communication, and persuasion that must take place before designs can be
adopted in practice.

 For example, Roth and Xing () report that in  some Japanese companies scheduled
recruiting meetings on the day an important civil service exam was being given, to prevent their
candidates from also applying for government positions.
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thickness, dealing with congestion, and making participation safe and simple are often
at the root of market failures that call for new market designs.

I closedmy Economic Journal article (quoted in the introduction) on a cautiously
optimistic note that, as a profession, we would rise to the challenge of market design,
and that doing so would teach us important lessons about the functioning of markets
and economic institutions. I remain optimistic on both counts.

Postscript : What have we learned
from market design lately?

....................................................................................................................................................................

The design of new marketplaces raises new theoretical questions, which sometimes
lead to progress in economic theory. Also, after a market has been designed, adopted,
and implemented, it is useful to monitor how things are going, to find out if there are
problems that still need to be addressed. In this update, I’ll briefly point to developments
of each of these kinds since the publication of Roth (a), “What havewe learned from
market design?” I’ll again discuss theoretical results only informally, to avoid having to
introduce the full apparatus of notation and technical assumptions. And while I will
try to separate “theoretical” and “operational” issues for clarity, what will really become
clear is how closely theoretical and operational issues are intertwined in practicalmarket
design.

In Roth (a) I described how marketplace design often involves attracting enough
participants to make a market thick, dealing with the congestion that can result from
attracting many participants, and making participation in the market safe and simple.
Accomplishing these tasks requires us to consider, among other things, the strategy sets
of the participants, the behavior elicited by possible market designs, and the stability of
the resulting outcomes (see e.g. Roth, ; Roth and Sotomayor, ). To bring theory
to bear on a practical problem, we need to create a simple model that allows these issues
to be addressed. In what follows, I’ll discuss how sometimes an initially useful simple
model becomes less useful as the marketplace changes, or as new problems have to be
addressed, and how this feeds back to modifications of the original model, and to new
theory developed with the help of the new models.

School choice

Theoretical issues
School assignment systems face different problems in different cities. In NYC, high-
school assignment had a strong resemblance to the problems facing labor markets for

 An earlier update, in Spanish, appeared in Roth ().
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medical school graduates. In both cases, a large number of people have to be matched
with a large number of positions at around the same time. And in both cases, the
“positions” are in fact strategic players: NYC high-school principals, like directors of
medical residency programs, have preferences over whom they match with, and have
some strategic flexibility in meeting their goals. So it made sense to think of the NYC
high-school assignment process as a two-sided matching market that needed to reach
a stable matching—one in which no student and school would prefer to be matched to
one another than to accept their assigned matches—in order to damp down some of
the strategic behavior that made it hard for the system to work well. And in NYC, as in
the medical residency match, there were compelling reasons to choose the applicant-
optimal stable matching mechanism—implemented via a student-proposing deferred
acceptance algorithm—that makes it safe for applicants to reveal their true preferences.

However, there is an important difference between labor markets and school choice.
In a labor market like the one for medical graduates, assuming that the parties have
strict preferences (and requiring the graduates to rank order them) probably doesn’t
introduce much distortion into the market. But in a school choice setting, schools in
many cases have (and are often required to have) very large indifference classes, i.e. very
many students between whom they can’t distinguish. So the question of tie-breaking
arises: when there are enough places in a given school to admit only some of a group of
otherwise equivalent students, who should get the available seats?

How to do tie-breaking was one of the first questions we confronted in the design
of the NYC high-school match, and we had to make some choices among ways to break
ties by lottery. In particular, we consideredwhether to give each student a single number
to be used for tie-breaking at every school (single tie-breaking), or to assign numbers
to each student at each school (multiple tie-breaking). Computations with simulated
and then actual submitted preferences indicated that single tie-breaking had superior
welfare properties. Subsequent theoretical and empirical work has clarified the issues
involved in tie-breaking. A simple example with just one-to-one matching is all that will
be needed to explain, but first it will be helpful to look at how the deferred acceptance
algorithm works. (For a description of how the algorithm is adapted to the complexities
of the NYC school system, see Abdulkadiroğlu et al., .)

The basic deferred acceptance algorithm with tie-breaking proceeds as follows:

• Step .: Students and schools privately submit preferences (and school prefer-
ences may have ties, i.e. schools may be indifferent between some students).

 One feature of the old NYC high-school assignment process was that schools saw how students
ranked them, and quite a few schools would only admit students who had ranked them first. Of
course, if in the new system schools had still been permitted to see students’ rank order lists, even a
student-proposing deferred acceptance algorithm would not be strategy-proof. The proof that
the student-proposing deferred acceptance algorithm makes it a dominant strategy for students to state
their true preferences incorporates the assumption that preference lists are private, through the
assumption that the strategy sets available to the players consist of preference lists as a function (only) of
own preferences, so that schools’ strategies do not include the possibility of making their preference list
contingent on the preference lists submitted by students (see Roth, ).
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• Step .: Arbitrarily break all ties in preferences.
• Step : Each student “applies” to her or his first choice. Each school tentatively

assigns its seats to its applicants one at a time in their priority order. Any remaining
applicants are rejected.
. . .

• Step k: Each student who was rejected in the previous step applies to her or his
next choice if one remains. Each school considers the students it has been holding
together with its new applicants and tentatively assigns its seats to these students
one at a time in priority order. Any remaining applicants are rejected.

• Thealgorithm terminates when no student application is rejected, and each student
is assigned her or his final tentative assignment.

Notice that—just as Gale and Shapley () showed—the matching produced in this
way is stable, not just with respect to the strict preferences that follow step ., but
with respect to the underlying preferences elicited from the parties, which may have
contained indifferences. That is, there can’t be a “blocking pair,” a student and a school,
not matched to one another, who would prefer to be. The reason is that, if a student
prefers some school to the one she was matched with in the algorithm, she must have
already applied to that school and been rejected. This applies to the original preferences
too, which may not be strict, since tie-breaking just introduces more blocking pairs; so
anymatching that is stable with respect to artificially strict preferences is also stable with
respect to the original preferences. But those additional blocking pairs are constraints,
and these additional constraints can harm welfare. A simple – (“marriage market”)
matching example is sufficient to see what’s going on.

Example  (Tie-breaking can be inefficient). Let M = {m, m, m} and W = (w, w, w}
be the sets of students and schools respectively, with preferences given by:

P(m) = w, w, w P(w) = [m, m, m]
P(m) = w, w, w P(w) = m, m, m
P(m) = w, w, w P(w) = m, m, m

The brackets around w’s preferences indicate that w is indifferent between any of [m,
m, m] while, in this example, everyone else has strict preferences. Since there is only
one place at w, but w is the first choice of two students (m and m), some tie-breaking
rule must be used.

Suppose, at step  of the deferred acceptance algorithm, the ties in w’s preferences are
broken so as to produce the (artificial) strict preference P(w)=m,m,m.Thedeferred
acceptance algorithm operating on the artificial strict preferences produces μM =
[(m,w);(m,w);(m,w)], at whichm andm each receive their second choice (while
m receives his last choice). But note that the matchingμ = [(m,w);(m,w);(m,w)]
is Pareto superior for the students, as m and m each receive their first choice, so they
are both strictly better off than atμM, andm is not worse off. If the preferences of school
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w were in fact strict, the matching μ would be unstable, because m and w would be
a blocking pair. But w doesn’t really prefer m to m; in fact, μ is stable with respect to
the original, non-strict preferences. The pair (w, m) is not a blocking pair for μ, and
only appeared to be in the deferred acceptance algorithm because of the arbitrary ways
in which ties were broken to make w’s preferences look strict.

So, there are costs to arbitrary or random tie-breaking. Erdil and Ergin (, ),
Abdulkadiroğlu et al. (), and Kesten () explore this from different angles.

Kesten notes that students are collectively better off at μ than at μM in example 
because, in the deferred acceptance algorithm, m’s attempt to match with w harms m
and m without helping m. Kesten defines an efficiency-adjusted deferred acceptance
mechanism that producesμ in example  by disallowing the blocking pair (w, m) via a
definition of “reasonable fairness” that generalizes stable matchings. But he shows that
there is no mechanism that is Pareto efficient, reasonably fair, and strategy-proof.

To understand Erdil and Ergin’s approach, note that the Pareto improvement from
μM to μ in example  comes from an exchange of positions between m and m. This
exchange doesn’t introduce any new blocking pairs, since, among those who would like
to change their positions, m and m are among the most preferred candidates of w
and w. Since there weren’t any blocking pairs to the initial matching, this exchange can
occur without creating any new blocking pairs.

Formally, Erdil and Ergin define a stable improvement cycle starting from some stable
matching to be a cycle of students who each prefer the school that the next student
in the cycle is matched to, and each of whom is one of the school’s most preferred
candidates among the students who prefer that school to their current match. They
prove the following theorem.

Theorem  (Erdil and Ergin, ). If μ is a stable matching that is Pareto dominated
AQ There is
no Erdil and
Ergin,  in
the ref. list. (from the point of view of students) by another stable matching, then there is a stable

improvement cycle starting from μ.

This implies that there is a computationally efficient algorithm that produces stable
matchings that are Pareto optimal with respect to students. The initial step of the
algorithm is a student-proposing deferred acceptance algorithm with arbitrary tie-
breaking of non-strict preferences by schools. The output of this process (i.e. the stu-
dent optimal stable matching of the market with artificially strict preferences) is then
improved by finding and satisfying stable improvement cycles, until no more remain.
Erdil and Ergin show, however, that this algorithm is not strategy-proof; that is, unlike
the student-proposing deferred acceptance algorithm, this deferred acceptance plus
stable improvement cycle algorithm doesn’t make it a dominant strategy for students to

 In the computer science literature there has been a focus on the computational costs of non-strict
preferences, which adds to the computational complexity of some calculations (but not others) (see e.g.
Irving, ; Irving et al., ). When preferences aren’t strict, not all stable matchings will have the
same number of matched people, and Manlove et al. () show that the problem of finding a maximal
stable matching is NP hard.
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state their true preferences. They show in fact that no mechanism that always produces
a stable matching that is Pareto optimal for the students can be strategy-proof.

Abdulkadiroğlu et al. () establish that no mechanism (stable or not, and Pareto
optimal or not) that is better for students than the student-proposing deferred accep-
tance algorithm with tie breaking can be strategy-proof. Following the design of the
New York and Boston school choice mechanisms, define a tie-breaking rule T to be an
ordering of students that is applied to any school’s preferences to produce a strict order
of students within each of the school’s indifference classes (that is, when a school is
indifferent between two students, the tie-breaking rule determines which is preferred
in the school’s artificial strict preferences). Deferred acceptance with tie breaking rule T is
then simply the deferred acceptance algorithm operating on the strict preferences that
result when T is applied to schools’ preferences. One mechanism dominates another if,
for every profile of preferences, the first mechanism produces a matching that is at least
as good for every student as the matching produced by the second mechanism, and for
some preference profiles the first mechanism produces a matching that is preferred by
some students.

Theorem  (Abdulkadiroğlu et al., ). For any tie-breaking rule T, there is no mech-
anism that is strategy-proof for every student and that dominates student-proposing
deferred acceptance with tie-breaking rule T.

But Abdulkadiroğlu, Pathak, and Roth also analyze the preferences submitted in recent
NYC high-school matches (under a deferred acceptance with a tie-breaking mecha-
nism) and find that, if the preferences elicited from the strategy-proofmechanism could
have been elicited by a stable improvement cycle mechanism, then about , out of
about ,NYC students could have gotten amore preferred high school. (In contrast,
the same exercise with the preferences submitted in the Boston school choice system
yields almost no improvements.) So a number of open questions remain, among them,
what accounts for the difference between NYC and Boston, and to what extent could the
apparent welfare gains inNYC actually be captured?The potential problem is that, when
popular schools are known, it’s not so hard to find manipulations of stable improvement
cycle mechanisms (which give families the incentive to rank popular schools more
highly than in their true preferences, because of the possibility of using them as endow-
ments from which to trade in the improvement cycles). Azevedo and Leshno ()
show by example that at equilibrium such manipulations could sometimes be welfare
decreasing compared to the (non-Pareto optimal) outcome of the deferred acceptance
algorithm with tie-breaking.

So far I have been speaking of tie-breakingwhen a school is indifferent among a group
of students only some of whom can be admitted. Students being indifferent among

 There has been a blossoming of new theory on school choice, including reconsideration of some of
the virtues of the Boston algorithm, new hybrid mechanisms, and experiments. See for example
Abdulkadiro?lu et al. (, ), Calsamiglia et al. (), Featherstone and Niederle (),
Haeringer and Klijn (), Kojima and Unver (), and Mirrales ().
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schools arose in a different way, because different seats in the same school (which are
indistinguishable from the point of view of students) may be allocated according to
different priority rules. We encountered this in New York because some schools, called
Educational Option schools, are required to allocate half of their seats randomly, while
the other half can be allocated according to the school’s preferences. We also encoun-
tered it in Boston, where some schools use a “walk zone” priority for only half their seats.
In each case, we created two “virtual schools” to which students could be admitted, one
of which used each relevant priority rule.This is what introduced indifference in student
preferences: each student was indifferent between a place in either of the virtual schools
corresponding to a particular real school. But how these ties were broken could have
consequences. So, for example, as reported in Abdulkadiroǧlu et al. (a), the design
decision we made in New York was that “If a student ranked an EdOpt school, this
was treated in the algorithm as a preference for one of the random slots first, followed
by a preference for one of the slots determined by the school’s preferences.” This was
welfare improving for schools, since it meant that random slots would fill up before
slots governed by the school’s preferences, so a desirable student who happened to be
admitted to a random slot would allow an additional preferred student to be admitted.
However, other, more flexible rules can be considered. Kominers and Sönmez ()
explore this issue with care, and reveal some subtle issues in the underlying theory.

New operational issues
One of the problems facing the old NYC school assignment system was congestion,
caused in part by the time required for students who had received multiple offers to
make a decision and allow waiting lists to move. In Boston, in contrast, the old school
assignment system wasn’t congested; it already used a centralized, computerized clear-
inghouse to give just one offer per student. Its problems arose from the way in which the
assignment was made. However, as new kinds of public/private schools emerged, such
as charter schools, Boston school choice has become something of a hybrid system, in
which students get a single offer from the public school system but may get parallel
offers from charter schools. Consequently, there is now some congestion and delay in
processing waiting lists until these students choose which school to attend. Since the
charter schools admit by lottery, this problem could easily be solved by including them
in the centralized clearinghouse.

This is a problem we can hope to address from the outset as school choice technol-
ogy continues to spread to other cities. Neil Dorosin, one of the NYC Department of
Education administrators with whom we worked on the implementation of their high-
school choice process, subsequently founded the non-profit Institute for Innovation in
Public School Choice (IIPSC). With technical support from Abdulkadiroğlu, Pathak,
and myself, IIPSC helped introduce new school choice systems in Washington DC,
Denver, and New Orleans. The first two of those continue to use deferred acceptance
algorithms, while in the Recovery School District in New Orleans the matching of
children to schools in  was due to be done by a version of a top trading cycles
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algorithm, along the lines discussed as a possibility for Boston in Abdulkadiroğlu et al.
(). The New Orleans school choice system includes charter schools (but not yet all
of its schools).

Medical labor markets

Theoretical issues
One of the longstanding empirical mysteries regarding the medical labor market clear-
inghouse is why it works as well as it does in connection with helping couples find
pairs of jobs. The story actually began sometime in the s, when for the first time
the percentage of women medical graduates from US medical schools rose above 
(it is now around ). With this rise in women doctors came a growing number
of graduating doctors who were married to each other, and who wished to find two
residency positions in the same location. Many of these couples started to defect from
the match. As noted in Roth (), not only doesn’t the deferred acceptance algorithm
produce a matching that is stable when couples are present (even when couples are
allowed to state preferences over pairs of positions), but when couples are present it
is possible that no stable matching exists. The following simple example from Klaus and
Klijn () makes this clear. This version is from Roth (b).

Example . market with one couple and no stable matchings (Klaus and Klijn ): Let
c=(s,s) be a couple, and suppose there is another (single) student, s, and two hospitals,
h and h. Suppose that the acceptable matches for each agent, in order of preference, are
given by

c: (h, h); s: h, h
h: s, s; h: s, s

Then no individually rational matching μ (i.e. no μ that matches agents only to accept-
able mates) is stable. We consider two cases, depending on whether the couple is
matched or unmatched.

Case : μ(c) = (h, h). Then s is unmatched, and he and h can block μ, because h
prefers s to μ (h)=s.
Case : μ(c) = c (unmatched). If μ(s) = h, then (c, h, h) blocks μ. If μ(s) = h
or μ(s) = s (unmatched), then (s, h) blocks μ.

The new algorithm designed for the National Resident Matching Program by Roth
and Peranson () allows couples to state preferences over pairs of positions, and

 Couple c submits a preference list over pairs of positions, and specifies that only a single pair, h
for student s and h for student s, is acceptable. Otherwise couple c prefers to remain unmatched. For
a couple, this could make perfect sense, if for example h and h are in a different city than the couple
now resides, and they will move only if they find two good jobs.
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Initialization: applicant stack contains all applicants (couples 
on bottom); Hospital stack is empty Initial Matching: m=f, 

(all positions unfilled,all applicants unmatched).
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figure .. High-level flowchart of the Roth and Peranson () applicant-proposing deferred
acceptance algorithm with couples.

seeks to find a stable matching (see Figure .). The left side of the flow chart describes
a fairly standard deferred acceptance algorithm with applicants proposing, much like
the basic deferred acceptance algorithm described above in connection with school
choice. However, because some applicants are couples who submit preferences over
pairs of positions, it may be that amember of a couple sometimes needs to be withdrawn
from a tentative assignment without having been displaced by a preferred applicant,
something that never happens when all applicants are single. This occurs when one
member of a couple is displaced by a preferred applicant, so the couple has to apply to
another pair of positions, necessitating thewithdrawal of the other couplemember from
the residency program that is holding his or her application. Since that residency pro-
gram may have rejected other applicants in order to hold this one, this withdrawal may
create blocking pairs. Therefore the right side of the flowchart describes an algorithm
that tries to repair any blocking pairs that may have arisen in this way. Of course, the

 The flowchart of the Roth-Peranson algorithm in Figure . was prepared for an early draft of
Roth and Peranson (), but was removed in the editorial process, so it is published for the first time
here (although it has been available on the Internet for some years in the lecture notes for my market
design classes).
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algorithm may cycle and fail to find a stable matching, as it must when there is no stable
matching, for instance.

The empirical puzzle is why it almost never fails to find a stable matching, in the
several dozen annual labormarkets inwhich it has nowbeen employed for over a decade
(see Roth, b, for a recent list). Some insight into this, reported in Kojima et al.
(), connects the success in finding stable matchings that include couples to other
recent results about the behavior of large markets.

Roth and Peranson () initiated a line of investigation into large markets by
showing computationally that if, as a market gets large, the number of places that a
given applicant interviews (and hence the size of his rank order list) does not grow, then
the set of stable matchings becomes small (when preferences are strict). Immorlica and
Mahdian () showed analytically that in a one-to-onemarriagemodel with uncorre-
lated preferences, the set of people who are matched to different mates at different stable
matchings grows small as the market grows large in this way, and that therefore the
opportunities for profitable manipulation grow small. Kojima and Pathak () sub-
stantially extend this result to the case ofmany-to-onematching, inwhich opportunities
for employers to profitably manipulate can occur even when there is a unique stable
matching, and in which employers can manipulate capacities as well as preferences.
They show that as the size of a market grows towards infinity in an appropriate way,
the proportion of employers who might profit from (any combination of) preference
or capacity manipulation goes to zero in the worker-proposing deferred acceptance
algorithm. Kojima et al. () showed that when couples are present, if the market
grows large in a sufficiently regular way that makes couples a small part of the market,
then the probability that a stablematching exists converges to one.That is, in big enough
markets with not too many couples we should not be surprised that the algorithm
succeeds in finding a stable matching so regularly (see also Ashlagi et al., ).

A key element of the proofs is that if the market is large, but no applicant can apply to
more than a small fraction of positions, then, even though there may be more applicants
than positions, it is a high-probability event that there will be a large number of hospitals
with vacant positions after the centralized clearinghouse has found a stable matching.
This result is of interest independently fromhelping in the proofs of the results described
above: it means that stable clearinghouses are likely to leave both people unmatched
and positions unfilled, even when the market grows very large. Most clearinghouses
presently have a secondary, post-match market, often called a “scramble,” at which these
unmatched people and positions can find one another. The newly developing theory of
large markets suggests that post-match marketplaces will continue to be important in
markets in which stable centralized clearinghouses are used.

Operational issues
While there has been theoretical progress on managing post-match scrambles, some
of this has yet to make its way into practice. In  the National Resident Matching
Program introduced a formal scramble mechanism, called the Supplemental Offer and
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Acceptance Program. It appears to rely on punishments and sanctions to incentivize
orderly participation, and my colleagues and I have expressed some reservations that
this will be an effective design for the long term (Coles et al., b).

The clearinghouse for gastroenterology fellowship positions discussed in the first part
of this chapter seems to have established itself as a reliable marketplace; in the ()
match for  positions,  positions were offered and  applicants applied, of
whom  were matched. In the match for  positions,  positions were offered to
 applicants, of whom  were matched (Proctor et al., ). This suggests that the
policies adopted to decrease the frequency and effectiveness of exploding offers have
been effective (see also Niederle and Roth, a,b). However Proctor et al. ()
note that there are some warning signs that thickness may be difficult to maintain in
the small part of the market that involves research positions. They observe that “the
competition for these increasingly scarce, well-qualified, research-track applicants has
become fierce, and the authors are aware of several examples during the last application
cycle of candidates interested in research being offered fellowship positions outside the
Match.”

Kidney transplantation

The theoretical and operational issues in kidney exchange are too intertwined for
me to try to separate them here. Perhaps the most dramatic recent change in kid-
ney exchange is that, following the publication of Rees et al.’s (a) report on the
first non-simultaneous extended altruistic donor (NEAD) chain in the New England
Journal of Medicine, there has been a small explosion of such chains, not only by
established exchange networks, but also by transplant centers of all sorts around the
United States. See for example the various chains reported at <http://marketdesigner.
blogspot.com/search/label/chains>, or the more detailed report of chains conducted by
the Alliance for Paired Donation (APD) in Rees et al. (). Simulations by Ashlagi
et al. (a,b) using clinical data from the APD suggest that such chains can play an
important role in increasing the number of live donor transplants, and recent theoretical
progress has been made in understanding this in Ashlagi et al. () (see also Ashlagi
and Roth, ; and Dickerson et al., ).

The passage into law of what became the ‘Charlie W. Norwood Living Organ Dona-
tion Act’ (Public Law –, th Congress) in December  has set in motion
plans that may eventually become a national kidney exchange network, but this is still
moving slowly, and the issues involved with providing the right incentives for trans-
plant centers to fully participate have not yet been resolved. Indeed, when I discussed
this incentive problem in Roth (a) it looked like a problem that would become
significant in the future, and today it has become a big issue. Ashlagi and Roth ()

 The job market for some other medical subspecialties continues to unravel, and orthopedic
surgeons have recently taken steps to organize a centralized match (see Harner et al., ).
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introduce a random graph model to explore some of these incentive issues in large
markets, and show that the cost of making it safe for hospitals to participate fully is low,
while the cost of failing to do so could be large if that causes hospitals to match their
own internal patient–donor pairs when they can, rather than making them available for
more efficient exchanges. That is, guaranteeing hospitals that patients whom they can
transplant internally will receive transplants will not be too costly in terms of the overall
number of transplants that can be accomplished in large markets. Among the easy-to-
match pairs that hospitals withhold are those who are compatible, so that the donor can
give directly to the intended recipient, even though such pairs might receive a better-
matched kidney through exchange. The inclusion of compatible pairs would greatly
increase the efficiency of kidney exchange, in no small part because it would ease the
shortage of blood type O donors (see e.g. Roth et al., ; and Sönmez and Ünver,
; and see also Ünver, , for a discussion of dynamic kidney exchange in large
markets). But in the meantime, kidney exchange networks are seeing a disproportion-
ate percentage of hard-to-match pairs, and Ashlagi et al. () use models of sparse
random graphs to suggest that this is costly in terms of lost transplants, and that it also
accounts for why long ND donor chains have become so useful.

While kidney exchange is growing quickly it still accounts for only a very small frac-
tion of the number of transplants, and the growth is not yet enough to halt the growth of
the waiting list for deceased-donor kidneys. (By early more than , candidates
were registered on the kidney transplant waiting list in the United States.) This has led
to continued discussion about ways to recruit more donors, and to continued interest in
assessing views on whether kidneys might, in an appropriately regulated environment,
under some circumstances be bought and sold, or whether donors could in some way
be compensated. The whole question of compensation for donors remains an extremely
sensitive subject.

For example, two recent surveys published in the surgical literature showed that
public opinion and patient opinion both reflect a willingness to consider payment for
organs (Leider and Roth, ; and Herold, , respectively). However, the jour-
nal that published those surveys also published an editorial (Segev and Gentry, )
expressing the opinion that it was a waste of resources even considering the opinions of
anyone other than physicians, and expressing the view that physicians were unalterably
opposed to any change from current law prohibiting any “valuable consideration” for
transplant organs. (This view of physician opinion seems not to be quite accurate, based
on available surveys of physician opinion, and on the letters to the editor the journal
received in reply to what seems to be a fringe view.) Nevertheless, it is an indication that

 See Wallis et al. (), with the caveat that the UNOS data on kidney exchange and ND donation
appears to be incomplete, and may substantially underestimate the kidney exchange transplants to date,
for instance because an initially ND donation may be recorded as a directed donation. The data
collected by the US Department of Health and Human Services (Health Resources and Services
Administration) at <http://optn.transplant.hrsa.gov> are incomplete and ambiguous, but suggest that
between  and  transplants from exchange were reported to it in , compared to between 
and  in , and between  and  in . (The larger numbers come from including categories
that today may include kidney exchange, but almost certainly did not in .)
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this remains a controversial subject, with views ranging widely, from those who might
contemplate a fairly unregulated market (cf. Becker and Elias, ), to those who favor
a moderately regulated market like the one in Iran (described in Fatemi, ), to those
who would consider less direct forms of donor compensation (cf. Satel, ), to those,
like the editorialists mentioned above, who consider the issue to be beyond discussion
except insofar as it impacts physicians.

The continued shortage of kidneys (and other organs) for transplant therefore under-
lines the importance of continuing to try to expand deceased donation. Kessler andRoth
() report on possibilities of increasing donation by changing organ allocation policy
to give increased priority to people who have been long-time registered donors. (This
is an element of Singapore’s organ allocation policy, and proposals have been made to
incorporate it into Israel’s policy.)

Economists and lawyers: two markets worth watching

Coles et al. (a) describe the recent experience of the market for new PhD
economists with the newly instituted “pre-market” signaling mechanism, and “post-
market” scramble. From  through , the number of candidates who used the
signaling mechanism remained roughly constant at around , per year. The evi-
dence is suggestive if not conclusive that judicious signaling increases the probability
of receiving an interview. The pattern of signals suggests something about what might
constitute “judicious” signaling; when one compares the reputational ranks of the school
a student is graduating fromand those he signals to, very few signals are sent from lower-
ranking to higher-ranking schools. It appears that the signals play a coordination role in
ameliorating congestion, with signals distributed across a very broad range of schools.
Some new theory of “preference signaling” motivated by this market is presented in
Coles et al. (forthcoming).

Participation in the post-market “scramble” has been more variable, with from  to
 positions listed in each of the years –. It appears that at least  of these
positions are filled each year through contacts made in the scramble.

Further developments in themarket for newPhD economists will provide an ongoing
window into the possibilities of dealing with congestion through signaling in a decen-
tralized market, and in achieving thickness in the aftermarket.

A window of a different kind is being provided by several of the markets for new
law graduates in the United States, which continue to suffer from problems related
to the timing of transactions. The market for federal court clerks now appears to be
nearing the end of the latest attempt to enforce a set of dates before which applications,
interviews, and offers will not be made. Avery et al. () already reported a high level
of cheating in that market, as judges accepted applications, conducted interviews, and
made offers before the designated dates. Roth and Xing () reported on various
ways that markets could fail through the unraveling of appointment dates, but the
markets for lawyers have frequently offered the opportunity to observe new failures of
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this kind. Presently the market for new associates at large law firms is also unraveling
(see Roth, ).

Conclusions

The new marketplace designs reported in Roth (a), for labor markets, for schools,
and for kidney exchange, have continued to operate effectively.However, in each of these
domains, unsolved operational problems remain. In school choice, integrating standard
public schools with other options such as charter schools in a single clearinghouse will
help to avoid congestion. In kidney exchange, making it safe for hospitals to enroll all
of their appropriate patient–donor pairs will help establish thickness and increase the
number of transplants. In labor markets, it may be necessary to pay special attention to
submarkets such as medical fellows interested in research.

These examples illustrate how market design, and the close attention it demands to
the details of how particular markets operate, raises new theoretical questions about
how markets work, and how market failures can be avoided and repaired. Holmstrom
et al. () quote Robert Wilson () on this: “for the theorist, the problems encoun-
tered by practitioners provide a wealth of topics.”
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not up to standard:
stress testing market

designs for
misbehavior

...........................................................................................................

gary e. bolton

Introduction
....................................................................................................................................................................

A goodmarket design is a robustmarket design.Market incentives and transaction rules
need to be arranged so that the market outcomes we aim for are resilient to gaming.
Most of the chapters in this handbook deal with this critical point. Yet other elements of
human behavior can challenge a market’s resilience. These involve the complexities of
human objectives and judgment. Importantly, the theories of strategic behavior that we
currently rely on to guard against gamingmake strong assumptions about the objectives
and the rational judgment of market participants. For the purpose of the exposition,
I call these assumptions the “behavioral standards.” Some deviations from the behav-
ioral standards arewell documented, others not somuch.This then raises the question of
how we can discover the sometimes hard-to-anticipate “misbehavior” that can sabotage
an otherwise attractive design idea.

In this chapter I discuss recent work on two kinds of market design problems, one
dealing with the complexity of human objectives and the other with the bounds of
rational judgment. While both problems are reported in the literature, my focus will
be somewhat different here. The three specific points I wish to illustrate are these:

First, a behavioral standard that well approximates behavior in one sphere of the
market may be inadequate along other dimensions of the same market. Many markets
are highly price competitive. From this observation it is tempting to conclude that trader
objectives in such markets are highly self-interested, the usual behavioral standard.
We know, however, that price-competitive behavior is consistent with other preference
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structures, such as social preferences for reciprocity and fairness (Cooper and Kagel,
forthcoming). Moreover, after a deal is struck in a multilateral price competition, the
transactionmust be executed in a bilateral buyer–seller relationship. It is precisely these
kinds of setting where social preferences are not so easily ignored. I elaborate in the
following section.

Second, people can deviate from the benchmark assumptions in diverse ways, with
more heterogeneity across individuals than the behavioral standard anticipates. The
challenge for market design, therefore, is to write rules that are robust against a range
of misbehavior. I illustrate this point in the third section.

Third, while some misbehavior is understood well enough to be anticipated, some
other misbehavior is not. As a consequence, fully vetting a new design is necessarily an
engineering exercise, one that, particularly when themarket design is new, is well suited
to laboratory stress testing. The laboratory models employed for these tests may or
may not line up squarely with established theoretical models. This can happen because
market design can take us into institutional mechanisms, where theory is less developed
but might nevertheless be critical to the success or failure of the design.

Reciprocal feedback and trust on eBay
....................................................................................................................................................................

The eBay marketplace and feedback system misbehavior

TheeBaymarketplace is highly price competitive, something easily explained by appeal-
ing to standard benchmark, self-interested behavior. But this will not take you far in
understanding the workings of eBay’s feedback system, the trader rating system that
promotes trust and trustworthiness on the site. In many respects, the system is success-
ful. For instance, many (but not all) studies find that feedback has positive value for
the market, as indicated by positive correlations between the feedback score of a seller
and the revenue and the probability of sale—see for example Bajari andHortaçsu (,
), Ba and Pavlou (), Dellarocas (), and Houser and Wooders ().

Yet there are also problems involving misbehavior, one of which was the subject
of a market design study undertaken and reported by Bolton et al. (forthcoming a).
The misbehavior involved sellers retaliating for a buyer’s negative review by giving the
buyer a negative review. In some cases, the motive for this behavior appears to have
been getting the buyer to withdraw their negative feedback. But other cases appear best
described as a reciprocal response, perhaps with some sort of social preference motive.
At the time of the study there was a good deal evidence that buyers knew about seller
retaliatory behavior even if they had not experienced it (for instance, seller retaliation
was widely discussed on eBay chat sites); many buyers would not report an unhappy
experience with a seller in order to avoid the risk of retaliation (Dellarocas and Wood,
). As a consequence, feedback given on the site was too positive relative to the
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true mix of satisfactory and unsatisfactory trades. Most importantly, some sellers had
undeservedly high ratings, making it hard for buyers to gauge the true risk of entering
into a trade. This version of the “lemons” problem was thought to diminish market
efficiency.

Two proposed solutions, one modeled, one not

The first of the two proposed solutions in the literature is a straightforward market
design fix to the problem eBay’s feedback system, I will call it the “conventional system,”
was experiencing (see for example Güth et al., ; Reichling, ; Klein et al., ).
The proposal made the important observation that it was the feedback timing conven-
tion on the site that enabled retaliatory behavior, the convention being that feedback
was posted immediately after it was given. This allowed a seller who suspected a buyer
would give negative feedback to withhold his own feedback, the implicit threat being
retaliation. The new design proposal would make the system double blind: feedback
would be revealed simultaneously so that a trader could not condition his feedback
on the feedback of that of his transaction partner’s. Retaliation, in response to a bad
feedback score, would no longer be possible.

The proposal is appealingly straightforward. There are, however, two potential prob-
lems with this approach. First, the hard-close feedback period in a double-blind feed-
back system should be long enough so that it does not interfere with the natural flow of
the transaction. To close a deal, traders must have time for payment to clear, for goods
to be received, and for any resulting problems to be straightened out; forcing feedback
prior to the close of the deal would be self-defeating to the system. We calculated that
any deadline of less than thirty days would unduly interfere with the natural flow of
transactions and, in this regard, a sixty-day deadline would be better. The problem is
that such a deadline can be gamed. A transaction partner expecting negative feedback
from his counterpart has an incentive to delay feedback as long as possible. If negative
feedback enters the system only very late, a fraudulent seller might have disappointed
many other buyers, who otherwise could have been warned.

The second problem has to do with the negative influence the double-blind system
might have on the frequency with which feedback is given. Here we need to understand
something of the objective behind giving feedback. First, it is not easily explained in
terms of strict self-interest: feedback information is largely for public benefit, helping
all traders to manage the risks involved in trusting unknown transaction partners. Yet
in our data about  of the traders, sellers and buyers alike, leave feedback. Moreover,
there is a pronounced reciprocal tendency to giving feedback, one that goes beyond
the tendency for sellers to retaliate for negative buyer feedback. If feedback were given
independently among trading partners, onewould expect the percentage of transactions
for which both partners give feedback to be × = . Yet, in our data-set,
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mutual feedback is given much more often, about  of the time. Sellers have an
interest in receiving positive feedback and there is anecdotal evidence that they use this
reciprocal tendency to their advantage, by noting to an obviously pleased buyer that the
seller gave him or her positive feedback, hoping this will trigger the buyer to reciprocate.
Getting legitimately satisfactory trades reported is not only good for the seller but for the
systemas awhole.  A double-blind systemwould obstruct this kind of reciprocal trigger.
The worry, then, is that double-blind feedback would lower reporting frequencies and
in a way that would bias reported feedback in the negative direction. This could be bad
for the larger marketplace, in that buyers, particularly new buyers considering using
the site, would see an unduly biased picture of overall seller performance. There was
also evidence for this concern: “Rent-a-coder,” a site where software coders bid for
contracts offered by software buyers, transitioned to a double-blind feedback system.
Data we collected before and after the transition showed a drop in the frequency of
giving feedback.

The second proposal is a design put together, in part, to respond to the potential prob-
lems of the double-blind proposal. Under this proposal, the system of posting feedback
immediately would continue but would be supplemented with an option giving only
the buyer an opportunity to leave additional feedback, blind to the seller. The system
would also permit fine-tuning the details of the new feedback so as to provide more
information on sellers than the conventional system relating issues buyers are known
to be concerned with, such as shipping speed and accuracy of the description of the
good. For this reason the proposal was known as the DSR system, where DSR stands for
“detailed seller ratings.” A possible negative consequence is that the conventional and
DSR feedback given to sellers might diverge, with unhappy buyers giving positive con-
ventional feedback to avoid seller retaliation, and then being truthful with the (blind)
DSR score. This might not be a problem for experienced traders, who would know to
pay exclusive attention to DSR scores. But it might also make it harder and more costly
for new eBay traders to learn how to interpret reputation profiles. For some traders, the
inconsistency might damage the institutional credibility of the feedback system.

Importantly, the DSR system addresses the two potential problems with the double-
blind system. Maintaining the conventional system permits sellers involved in smooth
transactions to continue to trigger reciprocal responses from their satisfied buyers, so
that the misbehavior that is good for the market can continue. By the same token,

AQ. Is
‘misbehavior’
correct? posting conventional feedback without delay permits buyers with major grievances an

outlet to immediately alert other buyers about the problem seller. The DSR feedback
then allows buyers to make more nuanced, perhaps critical statements about seller
performance. At least this was the hope.

 In theory, a feedback system can be successful only if negative experiences are reported. Perhaps
the most persuasive evidence that positive feedback is important on eBay is how eager sellers are to
receive positive feedback.
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Stress testing a laboratory model

We stress tested the two proposed designs against potential misbehavior using a labo-
ratory experiment. What field evidence there was for the performance of the double-
blind system came from Internet markets that differed in scope and institutional detail
from eBay.There was not meaningful field evidence for the DSR system, testifying to its
novelty. The laboratory experiment was designed as a level playing field for comparing
the performance of the competing designs.The control the laboratory affords also helps
us to identify the role of reciprocal behavior in the context of giving feedback, and to
establish causal relationships between feedback and market performance (for example
relating to efficiency).

It W is useful to think of the experiment (laboratory test instrument together with
the test subject decisions) as a model. As with any model, we sacrifice some details of
the real world in order to gain clarity. In this case, we want a clean look at how each
proposal interacts with feedback (mis)behavior and subsequently influences market
performance. We then need to model the market-making mechanism as well as the
feedback mechanism. We modeled the market mechanism as a private-value second-
price auction, as eBay is a second-price auction. The details of this mechanism (action
space, draw of private valuations, etc.) closely parallel laboratory experiments designed
to test second-price auction theory. Modeling the feedback system required a different
wellspring, if only because the misbehavior in question, seller retaliatory feedback, is
not theoretically well understood. The design we adopted, a simple stage procedure for
giving feedback, reflects the need to capture the essential differences among the three
feedback systems we tested (the conventional system as baseline plus the two proposed
new systems) as well as the need to examine potential side problems, particularly
changes in overall feedback frequency or divergence between conventional and DSR
feedback scores.

The results from the experiment were stark and easily described. Both double-blind
and DSR feedback systems reduce seller feedback retaliation and improve the efficiency
of the market, and in quantitatively similar ways. The double-blind system, however,
exhibited a feedback frequency lower than that of the conventional system baseline,
while the DSR system showed no difference. DSR scores deviated from conventional
scores in the DSR treatment, but not by much. Based in part on our findings, eBay
implemented the DSR system during . Preliminary data from the site showed the
system to be working much as we would expect from the laboratory model.

For the present purposes, this example illustrates two important points. First, motives
that explain behavior well in one facet of the market, in this case price behavior, do not
necessarily fit well with other facets of the market. It is difficult to explain the reciprocal
nature of trader feedback, or, indeed, the fact that traders take the time to give feedback
at all, in terms of the standard benchmark of rational self-interest. Second, even though
we do not fully understand the objectives behind reciprocal behavior, we can capture
it in a laboratorymodel and stress testmarket designs intended to curve themisbehavior AQ. ‘curb’?
in a fairly nuanced way. The DSR system curves the undesirable misbehavior involving
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seller retaliation while allowing the misbehavior that is good for the market to goAQ. Which
misbehavior
is good?

forward.

Heterogeneous misbehavior
in the newsvendor problem

....................................................................................................................................................................

The pull-to-center effect

The newsvendor problem was first studied by Arrow et al. (). It remains today a
fundamental building block formodels of inventorymanagement in the face of stochas-
tic demand (Porteus, ), and at a broader level for models of supply chain systems
(Cachon, ). The newsvendor’s problem is that he must stock his entire inventory
prior to the selling season, knowing only the stochastic distribution from which the
quantity demanded will be drawn. Order too little, and he loses sales; order too much,
and he must dispose of the excess stock at a loss.The optimal solution for a risk-neutral
newsvendor is to stock up to the point where the expected loss of (over)stocking one
more newspaper is equal to the expected loss of (under)stocking one less.

Schweitzer and Cachon () conducted the first laboratory study of the newsven-
dor problem. An important feature of their design was treatments that examined both a
high-safety and a low-safety stock version of the game in which the optimum inventory
order was above (below) average demand. The game was repeated and subjects were
provided feedback on realized demand and profitability at the end of each round. The
data showed a pull-to-center effect in both kinds of conditions; that is, newsvendors on
average tended to order away from the expect profit-maximizing order and towards the
average demand.This is important because, as Schweitzer andCachon show, the pattern
is inconsistent with any expected utility profile, while prospect theory is consistent with
some but not all of the pattern. So pull-to-center qualifies as a form of misbehavior.

It is a pattern of misbehavior that has proven remarkably robust. The bias persists for
a variety of demand distributions (Benzion et al., ), with substantial task repetition,
and evenwhendescriptive statistics on the performance are provided to subjects (Bolton
andKatok, ).More frequent feedback can actually degrade performance (Lurie and
Swaminathan, ; Katok et al., ).

AQ. Should
this be Katok
& Davis, as
listed? There is as yet no commonly agreed explanation for the pull-to-center bias, although

several candidates have emerged. Schweitzer and Cachon () offer two explanations
consistent with their data. One is anchoring and insufficient adjustment (Tversky and
Kahneman, ), the anchoring in this case being the mean demand. The other is
minimization of the ex-post inventory error. Recent learning models rely on adaptive
behavior (Bostian et al., ), computational errors (Su, ), an overconfidence bias

AQ. Ref.
needs to be
added to list. (Ren and Croson, ), or limitations on cognitive reflection (Moritz et al., ). Ho

et al. () posit psychological costs associated with leftovers and stockouts.
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The limitations of information, experience, and training

A natural reaction to these findings is to wonder how robust they are to the student
subject pool used in the aforementioned studies. Perhaps managers with experience
in procurement would decide more optimally. Perhaps better information or training
would lead subjects to perform more optimally.

An experiment by Bolton et al. (forthcoming b) explores these issues. The experi-
ment samples three experiential groups: freshman business students who have had no
course in operationsmanagement; graduate business students who have had at least one
undergraduate course in operationsmanagement and so have likely been exposed to the
newsvendor problem; and working managers with practical experience in newsvendor-
type procurement. Classroom instruction on the newsvendor problem exposes students
to the broad principles underlying inventory control. Actual procurement experience
provides intensive exposure to practical inventory problems. Procurementmanagers are
also subject to market selection pressure. So we might expect managers and students to
approach the newsvendor problem differently.

Since the ability to handle information is critical here, the experiment exposed sub-
jects to varying levels of information and task training. Most of the previous studies
provided subjects with the information about the demand distribution. In the first
phase of this experiment, subjects were provided with only historical information about
demand, the kind of information condition that managers often face in the field. In the
second phase, information on the demand distributionwas provided. In the third phase,
information regarding the expected profit from orders was given.The information pro-
vided in either the second or the third phase is sufficient to identify the expected profit-
maximizing order, but in the latter case less deduction is required.Thus the experiment
allows a comparison of analytical sophistication across the subject groups.

In addition to the basic briefing, some subjects received a sixty-minute video lecture
immediately before the game. The lecture explained in detail the rationale behind the
optimal order-quantity calculation and informed the subjects that people often have
a tendency to order toward the mean demand and explained why that is wrong. This
on-the-spot training is more immediate than the classroom experience and provides
more rationale than does a simple presentation of the expected profit statistics.

The main finding of the study is that manager decisions exhibit the same pull-to-
center effect as do both groups of students in the study (similar to that in previous
studies). As analytical information about the demand distribution and expected profits
is introduced, orders adjust toward the expected profit-maximizing quantity, but not all
the way. The student group with an operations management background best utilized
this information. All three groups benefited substantially from on-the-spot training,
and in fact performed approximately the same.

These findings suggest that experience has limited value as a corrective to newsven-
dor misbehavior. Experienced managers exhibit a similar bias as do the students.
The fact that students with an operations management background handle analytical
information better than the other groups suggests that classroom education provides
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important insight into the process behind the newsvendor solution. Consistent with this
observation, training has a strongly positive effect on performance, particularly when
it is coupled with an operations management background. However, the fact that all
groups perform better and about the same with the addition of training than without
suggests that time lags, too, play an important role in the effectiveness of classroom
education. And the fact that theoretically redundant information on expected profit
significantly improves performance across all subject pools suggests that overcoming
the computational problems involved in the newsvendor problem is a challenge even
with education and training. For these reasons, it seems sensible to look for market
design fixes to newsvendor misbehavior.

Stress testing design cures: action restrictions and incentives

One way one might attempt to curve the misbehavior is to put in place an institutional
rule that discourages suboptimal decisions. The challenge here is that the misbehavior
takes a variety of forms. Indeed, the lack of a commonly agreed explanation for the pull-
to-center effect is arguably due at least in part to the heterogeneity of behavioral patterns
observed among newsvendor subjects. Bolton and Katok () clustered individual
newsvendors into categories of search (mis)behavior, as behavior consistent with: the
gambler’s fallacy, based on a fallacious belief that independent draws are either positively
correlated (as with the “hot hand” fallacy in basketball) or negatively correlated (e.g.
believing a number on the roulette wheel is “due”); choices not statistically different
from random; (mostly) optimum ordering behavior; or demand matching behavior.
For the baseline newsvendor treatment in their experiment, about two-thirds of the
subjects either correspond to the gambler’s fallacy (about ) or have a modal order
of the average demand (). About  have amodal order that is the optimum order.
Choices of about  are not distinguishable from random.

On the surface, the misbehavior is diverse, yet underneath is a uniting pattern: the
“law of small numbers,” a tendency to believe that statistically (too) small samples are
representative (Tversky and Kahneman, ). In fact, in the Bolton and Katok study,
for newsvendors not classified as optimum, the average sample run for a single orderwas
., with a median and mode of just .The uninformative nature of this kind of cursory
samplingmight explain why somany newsvendorsmove so little from the initial anchor
of ordering average demand.

Bolton and Katok studied an institutional rule that attacks the law of small numbers.
In one treatment, newsvendors were restricted to ordering a standing (fixed) quantity
for a sequence of ten demand periods. As a point of comparison, we also ran a treatment
in which newsvendors order for one demand period at a time but receive, prior to
ordering, a statistical analysis of order profitability, including the expected profitability.
This manipulation permits a test of whether it is the restriction on ordering behavior
that is critical to behavior or whether the additional information the subjects gain from
the extended sampling is an adequate explanation.
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The data showed that the additional information had but a marginal effect on order-
ing decisions. In contrast, the ten-demand-period restriction had a strong effect on
the pattern of individual ordering, effectively doubling the amount of optimal ordering
(about ), whilewiping out the negative correlation category ofmisbehavior aswell as
anchoring on average demandmisbehavior. All in all, restricting newsvendors to longer-
term sampling of an order was an effective way to encourage more optimal ordering.

Becker-Peth et al. () take a different approach to discouraging misbehavior but
tailoring the costs associated with over- and understocking.They begin by constructing
a behavioral model that supposes newsvendors are influenced by loss aversion and
anchoring toward themean.They fit themodel, at both the aggregate and the individual
level, to decisions laboratory subjects make over a variety of parameterizations of the
newsvendor problem.The same subjects then play a new series of games, this time with
parameterizations modified to account for the psychological biases identified by the
model. The aim here is to provide subjects with incentives that nudge them away from
misbehavior and toward optimum behavior.

The results of the experiment show an improved fit with optimum behavior. Individ-
ual parameterizations work better than the aggregate model. A quote for the Becker-
Peth et al. paper serves well as a summary to this section:

There are a number of managerial implications from our research. It shows that
people respond irrationally to supply contracts, but that their responses can be
reasonable well predicted. Contract designers who are aware of this can use this
knowledge in contract negotiations. For instance, if a buyer is reluctant to accept a
contract with a low wholesale price and low buyback price, the contract designer
might consider offering a higher buyback price and simultaneously increase the
wholesale price. Our research indicates that such a contract would be preferred by
many buyers. However, there are also buyers who prefer the opposite and the task of
the contract designer is to classify the buyer. Because people’s behavioral preferences
differ, we cannot provide recommendations that hold universally. However, we can
provide the general recommendation to realize that people often value different
income streams differently, that they frame a contract, and that they place a different
value on gains than on losses, information that can be valuable in contract design.

Conclusion
....................................................................................................................................................................

One of the comparative advantages of market design as an empirical research method
is documenting anomalies of apparent functional importance. Focusing on the price-
setting function of markets, it is easy dismiss the human propensity of reciprocity.
Self-interest works just fine to explain what we observe. But when confronted with the
feedback system, the trust backbone of the market whose very existence is doubtful on
the basis of self-interest, the importance of understanding reciprocal behavior becomes
more pressing.
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The same is true for newsvendor decision errors, which at first might seem best
explained as random noise but on closer inspection are biased toward inefficiency. An
important role for market design then is to find market rules to move decisions toward
more efficient outcomes.

The lab can serve as an important tool for stress testing a market design against mis-
behavior. Competing design proposals can be tightlymanipulated for clear comparison.
And the lab is relatively cheap.The newsvendor experiments on procurement managers
reported here were collected on site, over the Internet. Give the difficulties in forecasting
human (mis)behavior, a new market design might be tested in stages, starting first in a
lab setting (cheapest, little risk), proceeding to small-scale field tests (more expensive,
somewhatmore risk), and then proceeding to a broad implementation (most expensive,
with the most risks).
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using and abusing
auction theory

...........................................................................................................

paul klemperer 

Introduction
....................................................................................................................................................................

For half a century or more after the publication of his Principles (), it was routinely
asserted of economic ideas that “they’re all in Marshall.” Of course, that is no longer true
of the theory itself. But Marshall was also very concerned with applying economics, and
when we think about how to use the theory, the example that Marshall set still remains
a valuable guide. In this chapter, therefore, I want to use some of Marshall’s views,
and my own experience in auction design, to discuss the use (and abuse) of economic
theory.

 This chapter was originally published in the Journal of the European Economic Association (),
(–): –. It is reproduced here with the kind permission of the European Economic Association
and the MIT Press. It was improved by an enormous number of helpful comments from Tony Atkinson,
Sushil Bikhchandani, Erik Eyster, Nils-Henrik von der Fehr, Tim Harford, Michael Landsberger, Kristen
Mertz, Meg Meyer, Paul Milgrom, David Myatt, Marco Pagnozzi, Rob Porter, Kevin Roberts, Mike
Rothschild, Peter Temin, Chris Wallace, Mike Waterson, and many others. I advised the UK
government on the design of its ‘G’ mobile-phone auction, and I was a member of the UK
Competition Commission from  to , but the views expressed in this paper are mine alone. I do
not intend to suggest that any of the behaviour discussed below violates any applicable rules or laws.

 This chapter was the text of the  Alfred Marshall Lecture of the European Economic
Association, given at its Annual Congress, in Venice. I gave a similar lecture at the  Colin Clark
Lecture of the Econometric Society, presented to its Annual Australasian Meeting. Like Marshall, Clark
was very involved in practical economic policy-making. He stressed the importance of quantification of
empirical facts, which, I argue here, is often underemphasized by modern economic theorists. Similar
material also formed the core of the biennial  Lim Tay Boh Lecture in Singapore. Lim was another
very distinguished economist (and Vice-Chancellor of the National University of Singapore), who also
made significant contributions to policy, as an advisor to the Singapore government. Finally, some of
these ideas were presented in the Keynote Address to the  Portuguese Economic Association’s
meeting. I am very grateful to all those audiences for helpful comments.
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Although the most elegant mathematical theory is often the most influential, it may
not be the most useful for practical problems. Marshall () famously stated that
“a good mathematical theorem dealing with economic hypotheses [is] very unlikely
to be good economics,” and continued by asserting a series of rules: “() translate
[mathematics] into English; () then illustrate by examples that are important in real
life; () burn the mathematics; () if you can’t succeed in , burn ”! Certainly this
view now seems extreme, but it is salutary to be reminded that good mathematics need
not necessarily be good economics. To slightly update Marshall’s rules, if we can’t ()
offer credible intuition and () supply empirical (or perhaps case-study or experimental)
evidence, we should () be cautious about applying the theory in practice.

Furthermore, when economics is applied to policy, proposals need to be robust to the
political context in which they are intended to operate. Too many economists excuse
their practical failure by saying “the politicians (or bureaucrats) didn’t do exactly what I
recommended.” Just as medical practitioners must allow for the fact that their patients
may not take all the pills they prescribe, or follow all the advice they are given, so
economics practitioners need to foresee political and administrative pressures andmake
their plans robust to changes that politicians, bureaucrats, and lobbyists are likely to
impose. And in framing proposals, economists must recognize that policies that seem
identical, or almost identical, to them may seem very different to politicians, and vice
versa.

Some academics also need to widen the scope of their analyses beyond the confines
of their models, which, while elegant, are often short on real-world detail. Marshall
always emphasized the importance of a deep “historical knowledge of any area being
investigated and referred again and again to the complexity of economic problems and
the naivety of simple hypotheses.” Employing “know it all” consultants with narrowly
focused theories instead of experienced people with a good knowledge of the wider
context can sometimes lead to disaster.

One might think these lessons scarcely needed stating—and Marshall certainly
understood them very well—but the sorry history of “expert” advice in some recent
auctions shows that they bear repetition. So although the lessons are general ones,
I will illustrate them using auctions and auction theory. Auction theory is often held
up as a triumph of the application of economic theory to economic practice, but it
has not, in truth, been an unalloyed success. For example, while the European and
Asian G spectrum auctions famously raised over  billion in total revenues, Hong
Kong’s, Austria’s, theNetherlands’, and Switzerland’s auctions, among others, were catas-
trophically badly run, yielding only a quarter or less of the per capita revenues earned

 I mean cautious about the theory. Not dismissive of it. And () seems a self-evident mistake, if only
because of the need for efficient communication among, and for the education of, economists, let alone
the possibilities for further useful development of the mathematics.

 Sills (, p. ). An attractively written appreciation of Marshall and his work is in Keynes ().
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elsewhere—and economic theorists deserve some of the blame.,  Hong Kong’s auc-
tion, for example, was superficially well designed, but not robust to relatively slight
political interference, which should perhaps have been anticipated. Several countries’
academic advisors failed to recognize the importance of the interaction between differ-
ent countries’ auction processes, and bidders advised by experts in auction theory who
ignored (or were ignorant of) their clients’ histories pursued strategies that cost them
billions of euros. Many of these failures could have been avoided if the lessons had been
learnt to pay more attention to elementary theory, to the wider context of the auctions,
and to political pressures—and to pay less attention to sophisticated mathematical
theory.

Of course, mathematical theory, even when it has no direct practical application, is
not merely beautiful. It can clarify the central features of a problem, provide useful
benchmarks and starting points for analysis, and—especially—show the deep rela-
tionships between problems that are superficially unconnected. Thus, for example, the
sophisticated tools of auction theory that have sometimes been abused in practical
contexts turn out to have valuable applications to problems that, at first blush, do not
look like auctions.

The following section briefly discusses what is often taken to be the “standard auction
theory,” before discussing its real relevance. The next three sections illustrate its abuse
using examples from the Asian and European G auctions, and discuss the broader
lessons that can be drawn from these misapplications. The third section is in large part
based on Klemperer (b, a–d), where many additional details can be found—
and this section may be skipped by readers familiar with that material—but the other
sections make different points using additional examples. The sixth section illustrates
how the same concepts that are abused can have surprisingly valuable uses in different
contexts. The seventh section concludes.

 We take the governments’ desire for high revenue as given, and ask how well the auctions met this
objective. While an efficient allocation of licenses was most governments’ first priority, there is no clear
evidence of any differences between the efficiencies of different countries’ allocations, so revenues were
seen as the measure of success. Binmore and Klemperer (, section ) argue that governments were
correct to make revenue a priority because of the substantial deadweight losses of raising government
funds by alternative means, and because the revenues were one-time sunk costs for firms so should be
expected to have only limited effects on firms’ subsequent investment and pricing
behavior.

 The six European auctions in the year  yielded, per capita,  (Austria),  (Germany),
 (Italy),  (Netherlands),  (Switzerland), and  (UK) for very similar properties. True,
valuations fell during the year as the stock markets also fell, but Klemperer (a) details a variety of
evidence that valuations ranged from  to  per capita in all of these auctions. Klemperer
(a) gives a full description of all nine west European G auctions.

 Another topical example of overemphasis on sophisticated theory at the expense of elementary
theory is European merger policy’s heavy focus on the “coordinated” effects that may be facilitated by a
merger (and about which we have learnt from repeated game theory) and, at the time of writing, relative
lack of concern about the more straightforward “unilateral” effects of mergers (which can be
understood using much simpler static game theory). (As a former UK Competition Commissioner,
I stress that this criticism does not apply to UK policy!)
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The received auction theory
....................................................................................................................................................................

The core result that everyone who studies auction theory learns is the remarkable rev-
enue equivalence theorem (RET). This tells us, subject to some reasonable- sounding
conditions, that all the standard (and many non-standard) auction mechanisms are
equally profitable for the seller, and that buyers are also indifferent between all these
mechanisms.

If that were all there was to it, auction design would be of no interest. But of course
the RET rests on a number of assumptions. Probably the most influential piece of
auction theory apart from those associated with the RET is Milgrom and Weber’s ()
remarkable paper—it is surely no coincidence that this is also perhaps the most elegant
piece of auction theory apart from the RET. Milgrom and Weber’s seminal analysis
relaxes the assumption that bidders have independent private information about the
value of the object for sale, and instead assumes bidders’ private information is affiliated.
This is similar to assuming positive correlation, and under this assumption they show
that ordinary ascending auctions are more profitable than standard (first-price) sealed-
bid auctions, in expectation.

Milgrom and Weber’s beautiful work is undoubtedly an important piece of economic
theory and it has been enormously influential.  As a result, many economists leave
graduate school “knowing” two things about auctions: first, that if bidders’ information
is independent, then all auctions are equally good; and second, that if information is
affiliated (which is generally the plausible case) then the ascending auction maximizes
the seller’s revenue. 

AQ.
Reference
needed for
quote in note
.

But is this correct?

 The RET is due in an early form to Vickrey (), and in its full glory to Myerson (), Riley
and Samuelson (), and others. A typical statement is: “Assume each of a given number of
risk-neutral potential buyers has a privately known signal about the value of an object, independently
drawn from a common, strictly increasing, atomless distribution. Then any auction mechanism in
which () the object always goes to the buyer with the highest signal, and () any bidder with the lowest
feasible signal expects zero surplus, yields the same expected revenue (and results in each bidder
making the same expected payment as a function of her signal).”

Klemperer (a) gives an elementary introduction to auction theory, including a simple
exposition, and further discussion, of the RET. See also Klemperer (a).

 Affiliation is actually a stronger assumption, but it is probably typically approximately satisfied.
 Not only is the concept of affiliation important in applications well beyond auction theory (see the

section “Using economic theory”) but this paper was also critical to the development of auction theory,
in that it introduced and analysed a general model including both private and common value
components.

 Or, to take just one very typical example from a current academic article “The one useful thing
that our single unit auction theory can tell us is that when bidders’ [signals] are affiliated . . . the English
[that is, ascending] auction should be expected to raise the most revenue.”
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Relevance of the received theory

Marshall’s (updated) tests are a good place to start. The value of empirical evidence
needs no defense, while examining the plausibility of an intuition helps check whether
an economic model provides a useful caricature of the real world, or misleads us by
absurdly exaggerating particular features of it. 

The intuition behind the exact RET result cannot, to my knowledge, be explained
in words that are both accurate and comprehensible to lay people. Anyone with the
technical skill to understand any verbal explanationwould probably do so by translating
the words back into the mathematical argument. But it is easier to defend the weaker
claim that it is ambiguous which of the two most common auction forms is superior: it
is easy to explain that participants in a sealed-bid auction shade their bids below their
values (unlike in an ascending auction), but that thewinner determines the price (unlike
in an ascending auction), so it is not hard to be convincing that there is no clear reason
why either auction should be more profitable than the other. This is not quite the same
as arguing that the standard auction forms are approximately similarly profitable, but
the approximate validity of the RET (under its key assumptions) in fact seems consistent
with the available evidence. (Some would say that the mere fact that both the ascending
auction and the sealed-bid auction are commonly observed in practice is evidence that
neither is always superior.) So the “approximate RET” seems a reasonable claim in
practice, and it then follows that issues assumed away by the RET’s assumptions should
be looked at to choose between the standard auction forms. These issues should include
not just those made explicitly in the statement of the theorem—for example bidders are
symmetric and risk-neutral—but also those that are implicit—for example bidders share
common priors and play non-cooperative Nash equilibrium—or semi-implicit—for
example the number and types of bidders are independent of the auction form.

However, as already noted, much attention has focused on just one of the RET’s
assumptions, namely independence of the bidders’ information, and the theoretical
result that if information is non-independent (affiliated) then ascending auctions are
more profitable than first-price sealed-bid auctions. There is no very compelling intu-
ition for this result. The verbal explanations that are given are unconvincing and/or
misleading, or worse. The most commonly given “explanation” is that ascending auc-
tions allow bidders to be more aggressive, because their “winner’s curses” are reduced, 

but this argument is plain wrong: the winner’s curse is a feature only of common-value
auctions, but common values are neither necessary nor sufficient for the result. 

 Whether the intuition need be non-mathematical, or even comprehensible to lay people, depends
on the context, but we can surely have greater confidence in predicting agents’ actions when the agents
concerned understand the logic behind them, especially when there are few opportunities for learning.

 The “winner’s curse” reflects the fact that winning an auction suggests one’s opponents have
pessimistic views about the value of the prize, and bidders must take this into account by bidding more
conservatively than otherwise.

 The result applies with affiliated private values, in which bidders’ values are unaffected by others’
information, so there is no winner’s curse, and the result does not apply to independent-signal
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A better explanation of the theoretical result is that bidders’ profits derive from their
private information, and the auctioneer can profit by reducing that private informa-
tion.  An ascending auction reveals the information of bidders who drop out early,
so partially reveals the winner’s information (if bidders’ information is correlated),
and uses that information to set the price (through the runner-up’s bid), whereas the
price paid in a sealed-bid auction cannot use that information. Since the ascending and
sealed-bid auctions are revenue-equivalent absent any correlation (that is, with indepen-
dent signals), and provided the runner-up’s bid responds to the additional information
that an ascending auction reveals in the appropriate way (which it does when informa-
tion is affiliated), this effect makes the ascending auction the more profitable. Of course,
this argument is obviously still incomplete, ,  and even if it were fully convincing, it
would depend on the exact RET applying—which seems a very strong claim.

Furthermore, before relying on any theory mattering in practice, we need to ask: what
is the likely order of magnitude of the effect? In fact, numerical analysis suggests the
effects of affiliation are often tiny, even when bidders who exactly fit the assumptions
of the theory compute their bids exactly using the theory. Riley and Li () analyze

common-value auctions, which do suffer from the winner’s curse. (Where there is a winner’s curse, the
“theory” behind the argument is that bidders’ private information can be inferred from the points at
which they drop out of an ascending auction, so less “bad news” is discovered at the moment of winning
than is discovered in winning a sealed-bid auction, so bidders can bid more aggressively in an ascending
auction. But this assumes that bidders’ more aggressive bidding more than compensates for the reduced
winner’s curse in an ascending auction—in independent-signal common-value auctions it exactly
compensates, which is why there is no net effect, as the RET proves.) In fact, many experimental and
empirical studies suggest bidders fail to fully account for winner’s curse effects, so these effects may in
practice make sealed-bid auctions more profitable than ascending auctions!

 Absent private information, the auctioneer would sell to the bidder with the highest expected
valuation at that expected valuation, and bidders would earn no rents. The more general result that, on
average, the selling price is increased by having it depend on as much information as possible about the
value of the good, is Milgrom and Weber’s (, ) linkage principle. However, in more recent
work, Perry and Reny () show that the principle applies less generally (even in theory) than was
thought.

 Revealing more information clearly need not necessarily reduce bidders’ profits (if bidders’
information is negatively correlated, the contrary is typically true); the conditions that make the
ascending price respond correctly to the additional information revealed are quite subtle, and nor does
the argument say anything about how affiliation affects sealed bids. Indeed, there are simple and not
unnatural examples with the “wrong kind” of positive correlation in which the ranking of auctions’
revenues is reversed (see Bulow and Klemperer, forthcoming), and Perry and Reny () also show the
trickiness of the argument by demonstrating that the result holds only for single-unit auctions. A more
complete verbal argument for the theoretical result is given in Klemperer (a, appendix C), but it is
very hard (certainly for the layman).

 Another loose intuition is that in an ascending auction each bidder acts as if he is competing
against an opponent with the same valuation. But in a sealed-bid auction a bidder must outbid those
with lower valuations. With independent valuations, the RET applies. But if valuations are affiliated, a
lower-valuation bidder has a more conservative estimate of his opponent’s valuation and therefore bids
more conservatively. So a bidder in a sealed-bid auction attempting to outbid lower-valuation bidders
will bid more conservatively as well. But this argument also rests on the RET applying exactly, and even
so several steps are either far from compelling (for example, the optimal bid against a more conservative
opponent is not always to be more conservative), or very non-transparent.
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equilibrium in a natural class of examples and show that the revenue difference between
ascending and first-price auctions is very small unless the information is very strongly
affiliated: when bidders’ values are jointly normally distributed, bidders’ expected rents
are about  () higher in a sealed-bid auction than in an ascending auction even
for correlation coefficients as high as . (.). So these results suggest affiliation could
explain why a G spectrum auction earned, for example  rather than  per
capita when bidders’ valuations were  per capita. But the actual range was from
just  to  per capita! Riley and Li also find that even with very strong affiliation,
other effects, such as those of asymmetry, are more important and often reverse the
effects of affiliation, even taking the numbers of bidders, non-cooperative behaviour,
common priors, and so on, as given.  This kind of quantitative analysis surely deserves
more attention than economists often give it.

Finally, all the previous discussion is in the context of single-unit auctions. Perry and
Reny () show that the result about affiliation does not hold—even in theory—in
multi-unit auctions. 

Given all this, it is unsurprising that there is no empirical evidence (that I am aware
of) that argues that the affiliation effect is important., 

 An easier numerical example than Riley and Li’s assumes bidder i’s value is vi= θ + ti , in which θ

and the ti ’s are independent and uniform on [,], and i knows only vi . With two bidders, expected
revenue is / in a first-price sealed-bid auction and / in an ascending auction, so bidder rents
are / and /, respectively (though with n bidders of whom n/ each win a single object, as n → ∞
bidder rents are  higher in the sealed-bid auction). With very extreme affiliation, an auctioneer’s
profits may be more sensitive to the auction form. Modifying the previous example so that there are two
bidders who have completely diffuse priors for θ , bidder rents are  higher in a first-price sealed-bid
auction than in an ascending auction (see Klemperer, a, appendix D), and Riley and Li’s example
yields a similar result for correlation coefficients around . (when bidder rents are anyway small).
These examples assume private values. Auctioneers’ profits may also be more sensitive to auction form
with common values and, in the previous extreme-affiliation model with diffuse priors on θ , if bidders’
signals are vi and the true common value is θ , bidders’ rents are twice as high in the sealed-bid auction
as in the ascending auction. But, with common values, small asymmetries between bidders are very
much more important than affiliation (see Klemperer, ; Bulow and Klemperer, ). Moreover, we
will see that other effects also seem to have been quantitatively much more important in practice than
affiliation is even in any of these theoretical examples.

 The RET, also, only generalizes to a limited extent to multi-unit auctions.
 For example, empirical evidence about timber sales suggests rough revenue equivalence, or even

that the sealed-bid auction raises more revenue given the number of bidders (Hansen, ; Mead and
Schneipp, ; Paarsch, ; Rothkopf and Engelbrecht-Wiggans, ; Haile, ) though
information is probably affiliated. The experimental evidence (see Kagel and Roth, ; Levin et al.
() are also inconclusive about whether affiliation causes any difference between the revenues from
ascending and sealed-bid auctions.

 Like Marshall, Colin Clark () emphasized the importance of quantification and real-world
facts (see note ), writing “I have . . . left my former colleagues in the English universities . . . with
dismay at their continued preference for the theoretical . . . approach to economic problems. Not one in
a hundred . . . seems to understand [the need for] the testing of conclusions against . . . observed
facts . . . . The result is a vast output of literature of which, it is safe to say, scarcely a syllable will be read
in fifty years’ time.” I think he would be pleased that an academic from an English university is quoting
his syllables well over fifty years after he wrote them.
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So there seems no strong argument to expect affiliation to matter much in most
practical applications; independence is not the assumption of the RET that most needs
relaxing.

The theory that really matters most for auction design is just the very elementary
undergraduate economics of relaxing the implicit and semi-implicit assumptions of the
RET about (fixed) entry and (lack of) collusion. The intuitions are (as Marshall says
they should be) easy to explain—we will see that it is clear that bidders are likely to
understand and therefore to follow the undergraduate theory. By contrast, the intuition
for affiliation gives no sense of how bidders should compute their bids, and the calcula-
tions required to do so optimally require considerable mathematical sophistication and
are sensitive to the precise assumptions bidders make about the “prior” distributions
from which their and others’ private information is drawn. Of course, this does not
mean agents cannot intuitivelymake approximately optimal decisions (Machlup, );,
Friedman, ), and individual agents need not understand the intuitions behind
equilibrium group outcomes. But we can be more confident in predicting that agents
will make decisions whose logic is very clear, especially in one-off events, as many
auctions are.

Not surprisingly, practical examples of the undergraduate theory are easy to give (as
Marshall also insists). But there is no elegant theory applying to the specific context of
auctions; such theory is unnecessary since the basic point is that the main concerns in
auctions are just the same as in other economic markets, so much of the same theory
applies (see later). Furthermore, some of the key concerns are especially prominent
when the assumption of symmetry is dropped, and models with asymmetries are often
inelegant.

So graduate students are taught the elegant mathematics of affiliation and whenever,
and wherever, I give a seminar about auctions in practice, I am asked a question along
the lines of “Haven’t Milgrom and Weber shown that ascending auctions raise most
revenue, so why consider other alternatives?” This is true of seminars to academics.
It is even more true of seminars to policy-makers. Thus, although a little knowledge of
economic theory is a good thing, too much knowledge can sometimes be a dangerous
thing.Moreover, the extraordinary influence of the concept of affiliation is only themost
important example of this. I give a further illustration, involving overattention to some
of my own work, in the next subsection. In short, a little graduate education in auction
theory can often distract attention from the straightforward “undergraduate” issues that
really matter.

 See Klemperer (b). Risk aversion and asymmetries (even absent entry issues) also arguably
matter more than affiliation (and usually have the opposite effect). It is striking that Maskin and Riley’s
(, ) important papers on these topics (see also Matthews, ) failed to have the same broad
impact as Milgrom and Weber’s work on affiliation.

 I have done this in over twenty countries in five continents.
 True, the generally accepted notion of the “received auction theory” is changing and so is the

auction theory that is emphasized in graduate programs. And recent auctions research has been heavily
influenced by practical problems. But it will probably remain true that the elegance of a theory will
remain an important determinant of its practical influence.
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The elementary economic theory
that matters

....................................................................................................................................................................

What really matter in practical auction design are attractiveness to entry and robustness
against collusion—just as in ordinary industrial markets. Since I have repeatedly
argued this, much of the material of this section is drawn from Klemperer (b,
a,b) and any reader familiar with these papers may wish to skip to the following
section.

Entry

The received theory described above takes the number of bidders as given. But the
profitability of an auction depends crucially on the number of bidders who participate,
and different auctions vary enormously in their attractiveness to entry; participating in
an auction can be a costly exercise that bidders will undertake only if they feel they have
realistic chances of winning. In an ascending auction a stronger bidder can always top
any bid that a weaker bidder makes, and knowing this the weaker bidder may not enter
the auction in the first place—which may then allow the stronger bidder to win at a very
low price. In a first-price sealed-bid auction, by contrast, a weaker bidder may win at a
price that the stronger bidder could have beaten but didn’t, because the stronger bidder
may risk trying to win at a lower price and can’t change his bid later. So more bidders
may enter a first-price sealed-bid auction.

The intuition is very clear, and there is little need for sophisticated theory. Perhaps
because of this, or because the argument depends on asymmetries between bidders so
any theory is likely to be inelegant, theory has largely ignored the point. Vickrey’s ()
classic paper contains an example (relegated to an appendix, and often overlooked)
which illustrates the basic point that the player who actually has the lower value may
win a first-price sealed-bid auction in Nash equilibrium, but that this cannot happen in
an ascending auction (with private values). But little has been said since.

 Of course, auction theorists have not altogether ignored these issues—but the emphasis on them
has been far less. The literature on collusion includes Robinson (), Cramton et al. (), Graham
and Marshall (), Milgrom (), Hendricks and Porter (), Graham et al. (), Mailath and
Zemsky (), McAfee and McMillan (), Menezes (), Weber (), Engelbrecht-Wiggans
and Kahn (), Ausubel and Schwartz (), Brusco and Lopomo (a), Hendricks et al. (),
Cramton and Schwartz (). That on entry includes Matthews (), Engelbrecht-Wiggans (,
), McAfee and McMillan (, ), Harstad (), Levin and Smith (), Bulow and
Klemperer (), Menezes and Monteiro (), Persico (), Klemperer (), Gilbert and
Klemperer (). See also Klemperer (a, a, a,b, , ).

 The point is similar to the industrial organization point that because a Bertrand market is more
competitive than a Cournot market for any given number of firms, the Bertrand market may attract less
entry, so the Cournot market may be more competitive if the number of firms is endogenous.
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In fact, some of what has been written about attracting entry provides a further
illustration of the potentially perverse impact of sophisticated theory. Although the
point that weaker bidders are unlikely to win ascending auctions, and may therefore not
enter them, is very general, some work—including Klemperer ()—has empha-
sized that the argument is especially compelling for ‘almost-common-value’ auctions,
and this work may have had the unintended side-effect of linking the entry concern to
common values in some people’s minds; I have heard economists who know the latter
work all too well say that because an auction does not involve common values, there
is no entry problem! To the extent that the almost-common values theory (which is
both of more limited application, and also assumes quite sophisticated reasoning by
bidders) has distracted attention from the more general point, this is another example
of excessive focus on sophisticated theory at the expense of more elementary, but more
crucial, theory.

There is an additional important reason why a first-price sealed-bid auction may be
more attractive to entrants: bidders in a sealed-bid auction may be much less certain
about opponents’ strategies, and the advantage of stronger players may therefore be less
pronounced, than standard equilibrium theory predicts. The reason is that, in practice,
players are not likely to share common priors about distributions of valuations and, even
if they do, they may not play Nash equilibrium strategies (that is, a sealed-bid auction
induces “strategic uncertainty”). So even if players were in fact ex ante symmetric (that
is, their private information is drawn from identical distributions), the lower-value
player might win a first-price sealed-bid auction, but would never win an ascending
auction (in which bidders’ strategies are very straightforward and predictable). When
players are not symmetric, Nash equilibrium theory predicts that a weaker player will
sometimes beat a stronger player in a sealed-bid auction, but I conjecture that strategic
uncertainty and the absence of commonpriorsmake this outcome evenmore likely than
Nash equilibrium predicts. Since this point is very hard for standard economic theory
to capture, it has largely been passed over. But it reinforces the point that a sealed-bid
auction is in many circumstances more likely than an ascending auction to attract entry,
and this will often have a substantial effect on the relative profitabilities of the auctions.

The G auctions provide good examples of oversensitivity to the significance of infor-
mation revelation and affiliation at the expense of insensitivity to the more important
issue of entry. For example, the Netherlands sold five G licenses in a context in which
there were also exactly five incumbent mobile-phone operators that were the natural
winners, leaving no room for any entrant. (For competition-policy reasons, bidderswere
permitted to win no more than one license each.) The problem of attracting enough
entry to have a competitive auction should therefore have been uppermost in planners’

 See also Bikhchandani (), Bulow et al. (), and Bulow and Klemperer ().
 In spite of the fact that I have made the point that the argument applies more broadly in, for

example, Klemperer (b, b). See also Gilbert and Klemperer ().
 Similarly, others have asserted that the reason the UK planned to include a sealed-bid component

in its G design if only four licenses were available for sale (see below) was because the auction
designers (who included me) thought the auction was almost-common values—but publicly available
government documents show that we did not think this was likely.
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minds. But the planners seem instead to have been seduced by the fact that ascending
auctions raise (a little) extra revenue because of affiliation and also increase the like-
lihood of an efficient allocation to those with the highest valuations. The planners
were probably also influenced by the fact that previous spectrum auctions in the US
and the UK had used ascending designs,  even though they had usually done so in
contexts in which entry was less of a concern, and even though some US auctions did
suffer from entry problems. The result of the Netherlands auction was both predictable
and predicted—see, for example, Maasland () and Klemperer (b), quoted in
the Dutch press prior to the auction. There was no serious entrant.  Revenue was less
than a third of what had been predicted and barely a quarter of the per capita amounts
raised in the immediately preceding and immediately subsequent G auctions (in the
UK and Germany, respectively). The resulting furor in the press led to a parliamentary
inquiry.

By contrast, when Denmark faced a very similar situation in its G auctions in
late —four licenses for sale and four incumbents—its primary concern was to
encourage entry.  The designers had both observed the Netherlands fiasco, and also
read Klemperer (b). It chose a sealed-bid design (a “th price” auction) and had a
resounding success. A serious entrant bid, and revenue far exceeded expectations and
was more than twice the levels achieved by any of the other three European G auctions
(Switzerland, Belgium, and Greece) that took place in –.

The academics who designed the UK sale (which was held prior to the Netherlands
and Danish auctions) also thought much harder about entry into their G auction.

 It seems unlikely that the efficiency of the Netherlands auction was much improved by the
ascending design.

 We discuss the UK design below. The design of the US auctions, according to McMillan (,
pp. –), who was a consultant to the US government, was largely determined by faith in the linkage
principle and hence in the revenue advantages of an ascending auction in the presence of affiliation; the
economic theorists advising the government judged other potential problems with the ascending design
“to be outweighed by the bidders’ ability to learn from other bids in the auction” (McMillan, ; see
also Perry and Reny, ). Efficiency was also a concern in the design of the US auctions.

 There was one entrant which probably did not seriously expect to win a license in an ascending
auction—indeed, it argued strongly prior to the auction that an ascending auction gave it very little
chance and, more generally, reduced the likelihood of entry into the auction. Perhaps it competed in the
hope of being bought off by an incumbent by, for example, gaining access rights to an incumbent’s
network, in return for its quitting the auction early. The Netherlands government should be very
grateful that this entrant competed for as long as it did! See Klemperer (a) and van Damme ()
for details.

 Attracting entry was an even more severe problem in late  than in early summer  when
the Netherlands auction was held. The dotcom boom was over, European telecoms stock prices at the
time of the Danish auction were just one-third the levels they were at in the Dutch auction, and the
prospects for G were much dimmer than they had seemed previously.

 I was the principal auction theorist advising the Radiocommunications Agency, which designed
and ran the UK auction. Ken Binmore had a leading role, including also supervising experiments
testing the proposed designs. Other academic advisors included Tilman Börgers, Jeremy Bulow,
Philippe Jehiel, and Joe Swierzbinksi. Ken Binmore subsequently advised the Danish government on its
very successful auction. The views expressed in this paper are mine alone.
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The UK had four incumbent operators, and when design work began it was unclear
how many licenses it would be possible to offer, given the technological constraints. We
realized that if there were just four licenses available it would be hard to persuade a
non-incumbent to enter, so we planned in that case to use a design including a sealed-
bid component (an ‘Anglo-Dutch’ design) to encourage entry. In the event, five licenses
were available so, given the UK context, we switched to an ascending auction, since
there was considerable uncertainty about who the fifth strongest bidder would be (we
ran the world’s first G auction in part to ensure this—see the section “Understanding
the wider context”).  Thirteen bidders entered, ensuring a highly competitive auction
which resulted in the highest per capita revenue among all the European and Asian G
auctions.

Collusion

The received auction theory also assumes bidders play non-cooperatively in Nash equi-
librium. We have already discussed how Nash equilibrium may be a poor prediction
because of “strategic uncertainty” and the failure of the common priors assumption,
but a more fundamental problem is that players may behave collusively rather than
non-cooperatively. In particular, a standard ascending auction—especially a multi-
unit ascending auction—often satisfies all the conditions that elementary economic
theory tells us are important for facilitating collusion, even without any possibility of
interaction or discussion among bidders beyond the information communicated in
their bids.

For example, Waterson’s () standard industrial organization textbook lists five
questions that must be answered affirmatively for firms to be able to support collusion
in an ordinary industrial market: () Can firms easily identify efficient divisions of the
market? () Can firms easily agree on a division? () Can firms easily detect defection
from any agreement? () Can firms credibly punish any observed defection? () Can
firms deter non-participants in the agreement from entering the industry? In a multi-
unit ascending auction: () the objects for sale are well defined, so firms can see how
to share the collusive ‘pie’ among them (by contrast with the problem of sharing an
industrial market whose definition may not be obvious); () bids can be used to signal
proposals about how the division should be made and to signal agreement; () firms’

 With five licenses, the licenses would be of unequal size, which argued for an ascending design.
Note that in some contexts an ascending design may promote entry. For example, when Peter Cramton,
Eric Maskin, and I advised the UK government on the design of its March  auction of reductions in
greenhouse gas emissions, we recommended an ascending design to encourage the entry of small
bidders for whom working out how to bid sensibly in a discriminatory sealed-bid auction might have
been prohibitively costly. (Strictly speaking, the auction was a descending one, since the auction was a
reverse auction in which firms were bidding to sell emissions reductions to the government. But this is
equivalent to an ascending design for a standard auction to sell permits.) (Larry Ausubel and Jeremy
Bulow were also involved in the implementation of this design.)
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pricing (that is, bidding) is immediately and perfectly observable, so defection from any
collusive agreement is immediately detected; () the threat of punishment for defection
from the agreement is highly credible, since punishment is quick and easy and often
costless to the punisher in a multi-object auction in which a player has the ability to
raise the price only on objects that the defector will win; and () we have already
argued that entry in an ascending auction may be hard.

So, collusion in an ascending auction seems much easier to sustain than in an “ordi-
nary” industrial market, and it should therefore be no surprise that ascending auctions
provide some particularly clear examples of collusion, as we illustrate below.

By contrast, a first-price sealed-bid auction is usually much more robust against
collusion: bidders cannot “exchange views” through their bids, or observe opponents’
bids until after the auction is over, or punish defection from any agreement during the
course of the auction, or easily deter entry. But, perhaps because auction theorists have
little that is new or exciting to say about collusion, too little attention has been given to
this elementary issue in practical applications.

In the Austrian G auction, for example, twelve identical blocks of spectrum were
sold to six bidders in a simultaneous ascending auction (bidders were allowed to win
multiple blocks each). No one was in the least surprised when the bidding stopped just
above the low reserve price, with each bidder winning two blocks, at perhaps one-third
the price that bidders valued themat. Clearly, the effect of “collusion” (whether explicit
and illegal, or tacit and possibly legal) on revenues is first order.

Another elegant example of bidders’ ability to “collude” is provided by the 
German DCS- auction, in which ten blocks of spectrum were sold by ascending
auction, with the rule that any new bid on a block had to exceed the previous high
bid by at least  per cent. There were just two credible bidders, the two largest
German mobile-phone companies, T-Mobil and Mannesman, and Mannesman’s first
bids were DM. million per megahertz on blocks – and DM million per MHz
on blocks –. T-Mobil—which bid even less in the first round—later said, “There
were no agreements with Mannesman. But [we] interpreted Mannesman’s first bid as
an offer” (Stuewe, , p. ). The point is that . plus a  per cent raise equals

 For example, in a multi-license US spectrum auction in –, US West was competing
vigorously with McLeod for lot number —a license in Rochester, Minnesota. Although most bids in
the auction had been in exact thousands of dollars, US West bid , and , for two licenses
in Iowa in which it had earlier shown no interest, overbidding McLeod, which had seemed to be the
uncontested high-bidder for these licenses. McLeod got the point that it was being punished for
competing in Rochester, and dropped out of that market. Since McLeod made subsequent higher bids
on the Iowa licenses, the “punishment” bids cost US West nothing (Cramton and Schwartz, ).

 Although it did not require rocket science to determine the obvious way to divide twelve among
six, the largest incumbent, Telekom Austria, probably assisted the coordination when it announced in
advance of the auction that it “would be satisfied with just two of the  blocks of frequency on offer”
and “if the [five other bidders] behaved similarly it should be possible to get the frequencies on sensible
terms,” but “it would bid for a third frequency block if one of its rivals did” (Crossland, ).

 Unlike my other examples this was not a G auction; however, it is highly relevant to the German
G auction which we will discuss.
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.. It seems T-Mobil understood that if it bid DM million per MHz on blocks –,
but did not bid again on blocks –, the two companies would then live and let live,
with neither company challenging the other on the other’s half. Exactly that happened.
So the auction closed after just two rounds, with each of the bidders acquiring half the
blocks for the same low price, which was a small fraction of the valuations that the
bidders actually placed on the blocks.

This example makes another important point. The elementary theory that tells us
that “collusion” is easy in this context is important. The reader may think it obvious
that bidders can “collude” in the setting described, but that is because the reader has
been exposed to elementary undergraduate economic theory. This point was beautifully
illustrated by the behavior of the subjects in an experiment that was specifically designed
to advise one of the bidders in this auction by mimicking its setting and rules: the
experimental subjects completely failed to achieve the low-price “collusive” outcome
that was achieved in practice. Instead, “in [all] the [experimental] sessions the bidding
was very competitive. Subjects went for all ten units in the beginning, and typically
reduced their bidding rights only when the budget limit forced them to do so” (Abbink
et al., ). So the elementary economic theory of collusion which makes it plain,
by contrast, that the “collusive” outcome that actually arose was to be expected from
more sophisticated players does matter—and I feel confident that the very distinguished
economists who ran the experiments advised their bidder more on the basis of the
elementary theory than on the basis of the experiments.

Both the UK’s and Denmark’s academic advisors gave considerable thought to pre-
venting collusion. Denmark, for example, not only ran a sealed-bid auction, but also
allowed bidders to submit multiple bids at multiple locations, with the rule that only
the highest bid made by any bidder would count, and also arranged for phoney bids
to be submitted—the idea was that bidders could not (illegally) agree to observe each
other’s bids without fear that their partners in collusion would double-cross them, and
nor could bidders observe who had made bids, or how many had been made. 

 See Jehiel and Moldovanu () and Grimm et al. (). Grimm et al. argue that this outcome
was a non-cooperative Nash equilibrium of the fully specified game. This is similar to the familiar
industrial organization point that oligopolistic outcomes that we call “collusive” may be Nash equilibria
of repeated oligopoly games. But our focus is on whether outcomes look like competitive,
non-cooperative, behavior in the simple analyses that are often made, not on whether or not they can be
justified as Nash equilibria in more sophisticated models.

 Abbink et al. write “The lessons learnt from the experiments are complemented by theoretical
strategic considerations.” Indeed, auctions policy advice should always, if possible, be informed by both
theory and experiments.

 In the UK’s ascending auction, the fact that bidders were each restricted to winning at most a
single object, out of just five objects, ruled out tacit collusion to divide the spoils (provided that there
were more than five bidders). More important, the large number of bidders expected (because the UK
ran Europe’s first G auction—see the section “Understanding the wider context”) also made explicit
(illegal) collusion much less likely (see Klemperer, a), and the fact that the UK retained the right to
cancel the auction in some circumstances also reduced bidders’ incentive to collude.
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Robustness to political pressures
....................................................................................................................................................................

To be effective, economic advicemust also be sensitive to the organizational andpolitical
context; it is important to be realistic about how advice will be acted on. Economic advi-
sors commonly explain a policy failure with the excuse that “it would have been okay
if they had followed our advice.” But medical practitioners are expected to take account
of the fact that patients will not follow their every instruction. Why should economic
practitioners be different? Maybe it should be regarded as economic malpractice to give
advice that will actually make matters worse if it is not followed exactly.

For example, the economic theorists advising the Swiss government on its G auction
favored amulti-unit ascending auction, apparently arguing along the standard received-
auction-theory lines that this was best for both efficiency and revenue. But they recog-
nized the dangers of such an auction encouraging “collusive” behavior and deterring
entry, and the advisors therefore also proposed setting a high reserve price. This would
not only directly limit the potential revenue losses from collusion and/or inadequate
entry but, importantly, also reduce the likelihood of collusion.With a high reserve price,
bidders are more likely to prefer to raise the price to attempt to drive their rivals out
altogether than to collude with them at the reserve price—see Klemperer (b) and
Brusco and Lopomo (b).

But high reserve prices are often unpopular with politicians and bureaucrats who—
even if they have the information to set them sensibly—are often reluctant to run even a
tiny risk of not selling the objects, which outcome they fear would be seen as “a failure.”

The upshot was that no serious reserve was set. Through exit, joint venture, and
possibly—it was rumoured—collusion, the number of bidders shrank to equal the
number of licenses available, so the remaining bidders had to pay only the trivial reserve
price that had been fixed. (Firms were allowed to win just a single license each.) The
outcome was met with jubilation by the bidders and their shareholders; per capita rev-
enues were easily the lowest of any of the nine western European G auctions, and less

 Doctors are trained to recognize that some types of patient may not take all prescribed medicines
or return for follow-up treatment. Pharmaceutical companies have developed one-dose regimens that
are often more expensive or less effective than multiple-dose treatments, but that overcome these
specific problems. For example, the treatment of chlamydial infection by a single dose of azithromycin
is much more expensive and no more effective than a seven-day course of doxycycline; there is a short
(two-month) course of preventive therapy for tuberculosis that is both more expensive, and seems to
have more problems with side-effects, than the longer six-month course; and the abridged regimen for
HIV-positive women who are pregnant (to prevent perinatal transmission) is less effective than the
longer, more extensive treatment.

 Two bidders merged the day before the auction was to begin, and a total of five bidders quit in the
last four days before the auction. At least one bidder had quit earlier after hearing from its bidding
consultants that because it was a weaker bidder it had very little chance of winning an ascending
auction. Furthermore, the regulator investigated rumors that Deutsche Telekom agreed not to
participate in the auction in return for subsequently being able to buy into one of the winners.
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than one-thirtieth of what the government had been hoping for. Perhaps an ascending
auction together with a carefully chosen reserve price was a reasonable choice. But an
ascending auction with only a trivial reserve price was a disaster, and the economic-
theorist advisors should have been more realistic that this was a likely outcome of their
advice.

Economic similarity �= political imilarity

Hong Kong’s auction was another case where designers should perhaps have anticipated
the political response to their advice. The Hong Kong auction’s designers, like Den-
mark’s, had observed the Netherlands fiasco (and had also read Klemperer, b). So
they were keen to use a sealed-bid design, given Hong Kong’s situation. Specifically,
they favored a ‘fourth-price’ sealed-bid design so that all four winners (there were
four licenses and firms could win just one license each) would pay the same fourth-
highest bid—charging winners different amounts for identical properties might both
be awkward and lead to cautious bidding by managements who did not want to risk the
embarrassment of paying more than their rivals.

 In fact, when the denouement of the auction had become clear, the Swiss government tried to
cancel it and rerun it with different rules. But in contrast to the UK auction (see note ), the designers
had omitted to allow themselves that possibility. The final revenues were  per capita, compared to
analysts’ estimates of – per capita in the week before the auction was due to begin. Meeks
() shows the jumps in Swisscom’s share price around the auction are highly statistically significant
and, controlling for general market movements, correspond to the market believing that bidders paid
several hundred euros per capita less in the auction than was earlier anticipated.

 I am not arguing that an ascending auction plus reserve price is always bad advice, or even that it
was necessarily poor advice here. But advisors must make it very clear if success depends on a whole
package being adopted, and should think carefully about the likely implementation of their proposals.
Greece and Belgium did set reserve prices that seem to have been carefully thought out, but they were
perhaps encouraged to do so by the example of the Swiss auction, and also of the Italian and Austrian
auctions, which also had reserve prices that were clearly too low, even if not as low as Switzerland’s.

 In Hong Kong, unlike in the Netherlands and Denmark, there were actually more incumbents
than licenses. But not all Hong Kong’s incumbents were thought strong. Furthermore, it is much more
attractive for strong firms to form joint ventures or collude with their closest rivals prior to a standard
ascending auction (when the strengthened combined bidder discourages entry) than prior to a standard
sealed-bid auction (when reducing two strong bidders to one may attract entry). So even though the
difference in strength between the likely winners and the also-rans seemed less dramatic in Hong Kong
than in the Netherlands and Denmark, a standard ascending auction still seemed problematic. So there
was a very serious concern—well justified as it turned out—that a standard ascending auction would
yield no more bidders than licenses.

 In a simple model, if a winning bidder suffers “embarrassment costs”, which are an increasing
function of the difference between his payment and the lowest winning payment, then bidders are no
worse off in expectation than in an auction which induces no embarrassment costs, but the auctioneer
suffers. This is a consequence of the revenue equivalence theorem: under its assumptions, mechanisms
that induce embarrassment costs cannot affect bidders’ utilities (it is irrelevant to the bidders whether
the “embarrassment costs” are received by the auctioneer or are social waste), so, in equilibrium,
winning bidders’ expected payments are lower by the expected embarrassment costs they suffer. See
Klemperer (a, part I).



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 paul klemperer

However, the designers were also afraid that if the public could observe the top three
bids after the auction, then if these were very different from the price that the firms
actually paid (the fourth highest bid), the government would be criticized for selling
the licenses for less than the firms had shown themselves willing to pay. Of course,
such criticism would be ill informed, but it could still be damaging, because even well
intentioned commentators find it hard to explain to the general public that requiring
firms to pay their own bids would result in firms bidding differently. Thus far, nothing
was different from the situation in Denmark. However, whereas the Danish government
simply followed the advice it was given to keep all the bids secret and reveal only the
price paid, the Hong Kong government felt it could not do this.

Openness and transparency of government was a big political issue in the wake of
Hong Kong’s return to Chinese rule, and it was feared that secrecy would be impossi-
ble to maintain. The advisors therefore proposed to run an auction that was strategi-
cally equivalent (that is, has an identical game-theoretic structure and therefore should
induce identical behavior) to a fourth-price auction, but that did not reveal the three
high bids to anyone. To achieve this, an ascending auction would be run for the four
identical licenses, but dropoutswould be kept secret and the pricewould continue to rise
until the point at which the number of players remaining dropped from four to three.
At this point the last four (including the firm that had just dropped out) would pay the
last price at which four players remained in the bidding. Since nothing was revealed
to any player until the auction was over, no player had any decision to make except to
choose a single dropout price, in the knowledge that if its price was among the top four
then it would pay the fourth-highest dropout price; that is, the situation was identical
from the firm’s viewpoint to choosing a single bid in a fourth-price sealed-bid auction.
But, unlike in Denmark, no one would ever see the “bids” planned by the top three
winners (and since these bids would never even have been placed, very little credibility
would have attached to reports of them).

However, although the proposed auction was mathematically (that is, strategically)
equivalent to a sealed-bid auction, its verbal description was very different. The stronger
incumbents lobbied vigorously for a “small change” to the design—that the price be
determinedwhen the numbers dropped fromfive to four, rather than from four to three.

This is the “standard” way of running an ascending auction, and it recreates the
standard problem that entry is deterred because strong players can bid aggressively in
the knowledge that the winners will pay only a loser’s bid (the fifth bid) and not have to
pay one of the winners’ bids.

Revealingly, one of the strong players that, it is said, lobbied so strongly for changing
the proposal was at the same time a weaker player (a potential entrant) in the Danish
market and, it is said, professed itself entirely happy with the fourth-price sealed-bid
rules for that market.

 I had no direct involvement with this auction but, embarrassingly, I am told this “solution” was
found in a footnote to Klemperer (b) that pointed out this method of running a strategically
equivalent auction to the uniform fourth-price auction, and that it might (sometimes) be more
politically acceptable. See also Binmore and Klemperer ().
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The lobbyists’ arguments that their suggested change was “small” and made the auc-
tion more “standard,” and also that it was “unfair” to have the bidders continue to “bid
against themselves” when there were just four left, were politically salient points, even
though they are irrelevant or meaningless from a strictly game-theoretic viewpoint.

AQ. Source of
quotes in note
?Since the academic consultants who proposed the original design had very little influ-

ence at the higher political levels at which the final decisionwas taken, and since perhaps
not all the ultimate decision-makers understood—or wanted to understand—the full
significance of the change, the government gave way and made it.

The result? Just the four strongest bidders entered and paid the reserve price—amajor
disappointment for the government, and yielding perhaps one-third to one-half the
revenue that had been anticipated (allowing for market conditions). Whether other
potential bidders gave up altogether, or whether they made collusive agreements with
stronger bidders not to enter (as was rumored in the press), is unknown. But what is
certain is that the design finally chosen made entry much harder and collusion much
easier.

It is not clear what the economic theorists advising should have recommended. Per-
haps they should have stuck to a (fourth-price) sealed-bid auction run in the standard
way, but used computer technology that could determine the price to be paid while
making it impossible for anyone other than the bidders to know the other bids made.

The moral, however, is clear. Auction designs that seem similar to economic theorists
may seem very different to politicians, bureaucrats, and the public, and vice versa. And
political and lobbying pressures need to be predicted and planned for in advance.

When the designers of the UK G auction proposed a design—the Anglo-Dutch—
that was very unattractive to the incumbent operators, it probably helped that two alter-
native versions of the designwere initially offered.While the incumbent operators hated
the overall design and lobbied furiously against it,  they also had strong preferences
between its two versions, and much of their lobbying effort therefore focused on the
choice between them. When the government selected the version the operators pre-
ferred (the designers actually preferred this version too) the operators felt they had got
a part of what they had asked for, and it proved politically possible for the government
to stick to the Anglo-Dutch design until the circumstances changed radically. 

Another notorious “political failure” was the design of the  Netherlands G
spectrum auction. The Commission of the European Union (EU) objected to the

 The lobbyists also successfully ridiculed the original design, calling it the “dark auction,” arguing
that it “perversely” hid information when “everyone knows that transparent markets are more efficient,”
and claiming it was an “unfair tax” since bidders “paid more than if they had all the information.”

 The highly sophisticated security arrangements that had been made to ensure secrecy of the
dropouts (removal of bidding teams to separate top-secret locations in army camps and so on) were not
altered even though they had become much less relevant; there was no need to lobby against these.

 It is rumored that a single bidder’s budget for economic advice for lobbying against the design
exceeded the UK government’s expenditure on economic advice during the entire three-year design
process; the lobbying effort included hiring two Nobel Prize winners in the hope of finding arguments
against the design. See Binmore and Klemperer () for details of the two versions of the design.

 When it became possible to offer an additional fifth license in the UK the design changed—as had
been planned for this circumstance—to a pure ascending one (see the section “Entry”).
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Netherlands government’s rules for the auction shortly before the (EU-imposed) dead-
line for the allocation of the licenses. The rules were therefore quickly rewritten by a
high-ranking civil servant on a Friday afternoon. The result was an auction that sold
similar properties at prices that differed by a factor of about two, and almost certainly
allocated the licenses inefficiently. 

Economists are now waking up to the importance of these issues: Wilson ()
addresses political constraints in the design of auction markets for electricity, and
Roth () also discusses political aspects of market design. But the politics of design
remains understudied by economic theorists, and underappreciated by them in their
role as practitioners.

Understanding the wider context

Any consultant new to a situation must beware of overlooking issues that are well
understood by those with more experience of the environment. The danger is perhaps
particularly acute for economic theorists who are used to seeing the world through
models that, while very elegant, are often lacking in real-world detail and context.

The German G auction illustrates the importance of the wider context. As we
described in the section “Collusion,” inGermany’s DCS- auctionMannesman
used its bids to signal to T-Mobil how the two firms should divide the blocks between
them and end the auction at a comparatively low price. T-Mobil then cut back its
demand in exactly the way Mannesman suggested, and Mannesman followed through
with its half of the “bargain” by also cutting back its demand, so the auction ended with
the two firms winning similar amounts of spectrum very cheaply.

It seems that Mannesman used the same advisors in the G auction that it had used
in the GSM auction. Although the rules for the G auction were not identical, it was
another simultaneous ascending auction in which individual bidders were permitted to
win multiple blocks. After the number of bidders had fallen to six, competing for a total
of twelve blocks, and when it was clear that the other four bidders would be content with
two blocks each, Mannesman apparently signaled to T-Mobil to cut back its demand to
just two blocks. If T-Mobil and Mannesman had both done this, the auction would
have ended at modest prices. Instead, T-Mobil seemingly ignored Mannesman’s signals,

 See van Damme (). This auction also illustrates the potential importance of bidders’ errors:
although high stakes were involved (the revenues were over  million) it seems that the outcome,
and perhaps also the efficiency of the license allocation, was critically affected by a bidder
unintentionally losing its eligibility to bid on additional properties later in the auction; it has been
suggested (van Damme, ) that the bidder’s behavior can be explained only by the fact that it
happened on “Carnival Monday”, a day of celebrations and drinking in the south of the Netherlands,
where the bidder was based! (The German G auction described later in the chapter provides another
example of the large role that bidder error can play.)

 According to the Financial Times, “One operator has privately admitted to altering the last digit of
its bid . . . to signal to other participants that it was willing to accept a small licence” (November , ,
p. ).
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and drove up the total price by  billion before cutting back demand. Once T-Mobil
did cut back its demand, Mannesman followed, so the auction ended with the alloca-
tion that Mannesman had originally signaled but with each of the six firms paying an
additional . billion!

It seems that Mannesman’s advisors saw the GSM auction as a template for the G
auction; they took the view that, following previous practice, Mannesman would signal
when to reduce demand, T-Mobil would acquiesce, and Mannesman would then follow
through on its half of the bargain. The bargain would be enforced by firms not wishing
to jeopardize their future cooperation in subsequent auctions (including G auctions
in other countries) and in negotiating with regulators, and so on—and the short-run
advantage that could be gained by failing to cooperate was anyway probably small (see
Klemperer, c). But given their expectation that T-Mobil would cut back demand
first, Mannesman’s advisors were unwilling to reduce demand when T-Mobil did not.

Clearly, T-Mobil’s advisors saw things differently. It seems that its main advisors had
not been involved in the GSM auction and the example of the previous auction was
certainly not in the forefront of their minds. Instead, they mistrusted Mannesman’s
intentions, and were very unwilling to cut back demand without proof that Mannesman
had already done so. True, the G auction was a much more complicated game than the
GSM auction because of the other parties involved, and Klemperer (c) discusses
other factors that may have contributed to the firms’ failure to reduce demand. But
T-Mobil’s refusal to cut back demand very likely stemmed partly from viewing the G
auction in a different, and narrower, context than Mannesman did.

Just as previous auctions within any country might have been an important part of
the wider context, auctions in other countries were also relevant parts of the broader
environment: the sequencing of the G auctions across countries was crucial. Countries
that auctioned earlier had more entrants, because weaker bidders had not yet worked
out that they were weaker and quit the auctions, because stronger bidders had not yet
worked out how and with whom to do joint ventures, and because complementarities
between the values of licenses in different countries reinforced these effects—the num-
ber of entrants in the ninewestern European auctionswere (in order) , , , , , , , ,
and  respectively. Countries that auctioned earlier also suffered less from “collusive”
behavior, because bidders had had less practice in learning how best to play the game.
For example, when the Austrian G auction followed the German G auction that we

 It seems that another reason why Mannesman expected the firms to coordinate by T-Mobil
reducing demand first in response to Mannesman’s signals was that Mannesman saw itself as the leading
firm in the market. However, T-Mobil may not have seen Mannesman as the leading firm—the two
firms were closely matched—and this seems to have contributed to the problem.

 In particular, the firms might have been concerned about their relative performances. See also
Grimm et al. (), Jehiel and Moldovanu (), and Ewerhart and Moldovanu ().

 Furthermore, the number () achieved in the second auction (Netherlands) was perhaps lowered
by the peculiarly incompetent design; the number () achieved in the last auction (Denmark) was raised
by its design, which was very skilful except in its timing (see the section “Entry”). Of course, other
factors, in particular the fall in the telecoms stock price index, may have contributed to the fall in the
number of entrants.
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have just described, using almost the same design, all the bidders very quickly saw the
mutual advantage of coordinating a demand reduction (see the section “Collusion”).

The UK government’s advisors anticipated this pattern of declining competition, and
chose to run its auction first; indeed, we persisted in the policy of running the first
auction even when others were advising us to delay (see Binmore and Klemperer, ).
Yet in more than one country auction theorists advising on G auction design seemed
either unaware of(!), or at least unaffected in their thinking by, the fact that there was to
be a sequence of auctions across Europe. Clearly, these designers had far too narrow a
view of the problem.

Of course, other auctions are only the most obvious aspects of the wider context
that auction designers need to consider. There are many other ways in which designers
showed themselves very poor at thinking about the wider game. For example, many of
the G auction designers had a very limited understanding of how the auction process
affected, and was affected by, the series of telecom mergers and alliances that the advent
of G engendered—in the UK alone, there were no fewer than five mergers involving
the four incumbent G operators, in less than a year around the auction.

Using economic theory
....................................................................................................................................................................

I have argued that while a good understanding of elementary undergraduate economic
theory is essential to successful auction design, advanced graduate auction theory is
often less important. It is important to emphasize, therefore, the crucially important
role that advanced formal theory plays in developing our economic understanding. In
particular, advanced theory often develops deeper connections between superficially
apparently distinct economic questions.

For example, Klemperer (a) demonstrates that auction-theoretic tools provide
useful arguments in a broad range of mainstream economic contexts. As a further illus-
tration, Iwill discuss howapart of the received auction theory—the effect of affiliation—
that was, I have argued, not central to the auctions of G licenses, can develop useful
insights about the economics of the “M-commerce” industry (“mobile commerce,” in
which people purchase through their mobile phones, and which is predicted to expand
rapidly as a result of G technology). 

 Klemperer (a) develops the arguments in this paragraph in much more detail.
 Some of the incumbent bidders, by contrast, may possibly have had a clearer understanding. In an

interesting example of the importance of political pressures, the Dutch operators successfully lobbied to
delay the Netherlands auction and the clear gap that was thereby created between the British and Dutch
auctions may have been a contributory factor to the Dutch fiasco.

 Klemperer (d) gives another illustration of how real-world context that was non-obvious to
outsiders was important to the UK G auction.

 Klemperer (a) uses the other main piece of the received auction theory—the revenue
equivalence theorem—to solve a war of attrition between several technologies competing to become an
industry standard in, for example, G (see also Bulow and Klemperer, ), and to compute the value
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Do e-commerce and M-commerce raise consumer prices?

Some commentators and regulators have expressed concern that e-commerce and
M-commerce allow firms to easily identify and collect information about their
customers which they can use to “rip them off.”

A simple analysis realizes that each consumer is analogous to an auctioneer, while
firms are bidders competing to sell to that consumer. As we discussed in the section
“The received auction theory,” bidders’ expected profits derive from their private infor-
mation, and the auctioneer generally gains by reducing the amount of bidders’ private
information. So if all firms learn the same piece of information about a given consumer,
this (weakly) reduces the private information that any bidder has relative to the other
bidders, and so often benefits the auctioneer, that is, lowers the consumer’s expected
transaction price.

Although this result is a good start, it is not very novel, nor does it address the bigger
concern that e-commerce and M-commerce allow different firms to learn different
information about any given consumer. However, Bulow and Klemperer (forthcoming)
show how to use the mathematics of affiliation to address this issue too; in our model,
even if firms learn different information about the consumers, this makes the market
more competitive. In other words, a quick application of Milgrom and Weber’s ()
analysis suggests that the “loss of privacy” caused by G and the Internet is actually good
for consumers.

Of course, having been cautious about the practical significance of affiliation in auc-
tion design, we should also be cautious about asserting that Bulow and Klemperer’s
argument shows that G is not as valuable to firms as some people once thought.

However, our model suggests a possibility which needs further study—including con-
sidering any empirical evidence and the plausibility of the intuitions—to confirm or
disconfirm. Moreover, it certainly demonstrates that just because firms learn more
about consumers, it does not follow that they can exploit them better—just as the RET
refutes any simple presumption that one form of auction is always the most profitable.
Our analysis therefore shows that firms’ learning has other effects in addition to the
very obvious one that firms can price-discriminate more effectively, and it helps us to
see what these effects are—we can then consider further whether these effects are

of new customers to firms when consumers have switching costs as they do for, for example, G phones
(see also Bulow and Klemperer, ). Klemperer (a) also uses auction theory to address how
e-commerce (and likewise M-commerce) affects pricing.

 The US Federal Trade Commission has held hearings on this issue, and the European Commission
is currently studying it. Amazon has admitted charging different prices to different consumers.

 Thisse and Vives (), Ulph and Vulkan (), and Esteves (), for example, have
developed similar results.

 Of course, there are more important reasons why G is no longer thought as valuable as it once
was (see Klemperer, a).

 In this case, while a firm may raise prices against consumers who particularly value its product, in
a competitive environment it will also lower prices to other consumers who like it less—and other firms
will then have to respond.
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plausibly significant. It also provides a structure which suggests what other factors not
in the simplest model might in fact be important, and might perhaps yield the originally
hypothesized result. And it very quickly and efficiently yields results that provide a
good starting point for such further analysis.

Bulow and Klemperer pursue these issues in the context of this specific application.
Klemperer (a) considers a range of other applications, including some that at first
glance seem quite distant from auctions. The moral is that the “received auction theory”
is of great value in developing our understanding of practical issues. But it needs to
be used in conjunction with developing intuition and gathering empirical evidence to
check its applicability to specific situations.

Conclusion
....................................................................................................................................................................

This chapter is not attacking the value of economic theory. I have argued that elementary
economic theory is essential to successful economic policy. Furthermore, the methods
of thinking that undergraduate economics teaches are very valuable, for example in
understanding the important distinction between Hong Kong’s two superficially similar
auction designs (the one proposed and the one actually implemented). I have focused
on examples from auctions, but the more I have been involved in public policy (for
example, as a UK Competition Commissioner), the more I have been impressed by the
importance of elementary undergraduate economics.

Nor is this chapter intended as an attack on modern, or sophisticated, or graduate
economics. True, the emphasis of some graduate courses is misleading, and the relative
importance of different parts of the theory is not always well understood, but almost all
of it is useful when appropriately applied; it is not true that all economic problems can
be tackled using undergraduate economics alone.

Policy errors are also less likely when expertise is not too narrowly focused in one
subdiscipline—for example, auction designers should remember their industrial eco-
nomics and political economy (at least) in addition to pure auction theory.

While advanced theory can be misapplied, the correct answer is not to shy away
from it, but rather to develop it further to bring in the important issues that have been

 For example, the analysis shows that even though it may be no bad thing for consumers if different
firms learn different pieces of information about them, the result depends on firms learning the same
amount of information about any given consumer. It probably is costly for a consumer to “lose his
privacy” to only one firm, just as having asymmetrically informed bidders may be a bad thing for an
auctioneer. Furthermore, even when firms learn the same amount of information about consumers’
tastes, this information may sometimes lead to inefficient price discrimination, which reduces total
welfare, in which case consumers may be made worse off, even though firms’ profits are lowered, just as
inefficient auctions may be bad for both auctioneers and bidders. Learning information may also affect
firms’ abilities to collude, and the ease of new entry.

 Furthermore, it is often only the process of thinking through the sophisticated graduate theory
that puts the elementary undergraduate theory in proper perspective.
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omitted. It may sometimes be true that “a little bit too much economics is a dangerous
thing,” but it is surely also true that a great deal of economic knowledge is best of
all. Moreover, auction theory also illustrates that when a subdiscipline of economics
becomes more widely used in practical policy-making, its development becomes more
heavily influenced by the practical problems that really matter. Like a rapidly growing
bush, theory may sometimes sprout and develop in unhelpful directions, but when
pruned with the shears of practical experience it will quickly bear fruit!

Furthermore, advanced economic theory is of practical importance in developing
our economic understanding of the world, even when it cannot be directly applied to
an immediate practical problem. To recapitulate only the incomplete list of its merits
that was illustrated by our example in the section “Using economic theory,” it refutes
oversimple arguments, makes precise and quantifies other arguments, allows us to
see the relationship between superficially unconnected problems, organizes our ideas,
brings out the important features of problems, shows possibilities, and quickly develops
general results which, evenwhen they are not final answers, provide good starting points
for further analysis.

Nevertheless, the main lesson of this chapter is that the blinkered use of economic
theory can be dangerous. Policy advisors need to learn from Marshall’s example to be
aware of the wider context, anticipate political pressures, and, above all, remember that
the most sophisticated theory may not be the most relevant.
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Introduction
....................................................................................................................................................................

TheNational Organ Transplant Act of makes it illegal to buy or sell a kidney in the
US, thus making donation the only viable option for kidney transplantation. A trans-
planted kidney from a live donor survives significantly longer than one from a deceased
donor (see e.g. Mandal et al., ). Hence, live donation is always the first choice for
a patient. Moreover, there is a significant shortage of deceased donor kidneys. There
are two kidneys in the human body, but just One healthy kidney is more than enough
for everyday life. Since the risks associated with donation surgery and follow-up have
decreased with the advancement of medical and surgical techniques, live donation has
increased as a proportion. Usually, a live donor is a relative or friend of the recipient, and
is willing to donate only if that particular recipient is going to receive a transplant. That
is, she is a directed live donor. However, a recipient is often unable to receive a willing live
donor’s kidney because of blood-type incompatibility or antibodies to one of the donor’s
proteins (a ‘positive crossmatch’). Medical doctor F. T. Rapaport () proposed live-
donor paired kidney exchanges between two such incompatible recipient–donor pairs:
the donor in each pair gives a kidney to the other pair’s compatible recipient.

In the s, Korea and the Netherlands started to build databases to organize such
swaps. Both programs recently reported that live-donor kidney exchanges make up

 About , patients were waiting for a deceased donor kidney transplant in the United States as
of March . In , about , transplants were conducted, , from deceased donors and
, from living donors, while about , new patients joined the deceased donor waiting list and
, patients died while waiting for a kidney (according to SRTR/OPTN national data retrieved at
<http://www.optn.org> on March , ).

 Recently medical literature started to use the term kidney paired donation instead of kidney
exchange.
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more than  of the live-donor transplants in both countries (Park et al., ; de
Klerk et al., ). Once the medical community in the US deemed the practice ethical
(Abecassis et al., ), New England, Ohio, and Johns Hopkins transplant programs
started conducting live-donor kidney exchange operations. The potential number of
such exchanges has been estimated to be , additional transplants per year in the
US; however, it has yet to live up to expectations.The initial hurdle in organizing kidney
exchanges was the lack of mechanisms to clear the market in an efficient and incentive-
compatible manner. Roth et al. () proposed the first such mechanism. It was based
on the core mechanism for the housing markets of Shapley and Scarf (), namely
Gale’s top trading cycles algorithm, and amechanism designed for the house allocation
problem with existing tenants of Abdulkadiroğlu and Sönmez (), namely the “you-
request-my-house-I-get-your-turn” algorithm. This new mechanism, called the top
trading cycles and chains (TTCC), is strategy proof, that is, it makes it the dominant
strategy for recipients to reveal their preferences over compatible kidneys and all of
their paired donors to the system. Moreover, it is Pareto efficient. As the two coauthors
of that study (Roth, Sönmez, and Ünver, ) we showed through simulations that the
potential benefits of switching to such a system would be huge.
However, one important aspect of kidney exchanges is that, regardless of the number

of pairs participating in an exchange, all transplants in the exchange must be conducted
simultaneously. Otherwise, one or more of the live donors whose recipients receive
a kidney in the previously conducted part of an exchange may back out from future
donations of the same exchange. Since kidney donations are gifts, the donor can change
hermind at anymoment prior to the actual transplant, and it is not legal to contractually
bind a donor to make future donations. This may put some recipient, whose paired
donor previously donated a kidney in the exchange, at harm.
Naturally, these is an upper limit on the number of kidney transplants that can be

conducted simultaneously. The simulations showed that the TTCC mechanism may
lead to large exchanges, with many recipient–donor pairs.
Another controversial issue in the market design for kidney exchange concerns the

preferences of recipients over kidneys. A respected assumption in the field is that all
compatible live-donor kidneys have the same likelihood of survival, following Gjertson
and Cecka (), who statistically show this in their data-set (see also Delmonico,
).
Medical doctors also point out that if the paired donor is compatible with the recipi-

ent, the latter will directly receive a kidney from her paired donor and will not partici-
pate in the exchange.

 New England Program for Kidney Exchange, <http://www.nepke.org>.
 Ohio Solid Organ Consortium, <http://www.paireddonationnetwork.org>.
 See also Roth and Postlewaite (), Roth (), and Ma ().
 See also Pápai (), Sönmez and Ünver (, a), Pycia and Ünver (), and a literature

survey of discrete resource allocation by Sönmez and Ünver ().
 This is a controversial point. Using European data, Opelz () shows that, indeed, tissue-type

matching matters even in living donations. Thus, there is no consensus in the medical community that
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R2 D2 R3 D3R1 D1

figure .. A three-way kidney exchange. Ri denotes the recipient andDi denotes the donor in
each pair of the exchange.

These institutional restrictions limit the applicability of the TTCCmechanism, which
uses strict preferences information, opts in compatible pairs to the system, and results
in possibly arbitrary lengths of exchange cycles. Thus, it is not immediately practical to
implement this mechanism in the field.
Based on these restrictions, Roth et al. (a) focused on exchanges consisting

of two pairs, assuming recipients are indifferent among all compatible donors. They
proposed two mechanisms, a priority mechanism and an egalitarian mechanism, for
strategy-proof and Pareto-efficient exchanges when recipients are indifferent among
compatible donors.
The New England Program for Kidney Exchange (NEPKE) is the first US kidney

exchange program that started to implement mechanisms for kidney exchange, and
was established in  as a collaboration between surgeon Francis Delmonico, tissue-
typing expert Susan Saidman,AlvinRoth, and the authors.NEPKE started to implement
a version of the priority mechanism proposed by Roth et al. (a) in  (see also
Roth et al., b). It was followed by the Johns Hopkins Kidney Exchange Program
(Segev et al., ), which adopted a similar algorithm due to Edmonds () as
proposed by Roth et al. (a).
However, there was a significant gap between theory and implementation. Two-way

exchanges were clearly the cornerstone of the kidney exchange paradigm. However, it
was not clear what society at large was losing by restricting exchanges to two-way ones.
Roth et al. () showed that in a large population, all the gains from exchange can be
obtained by using two-, three-, and four-way exchanges. Especially, two- and three-way
exchanges capture almost all the gains from exchange, and the marginal contribution
of three-way exchanges is significantly large. Thus, going from two-way to two- and
three-way exchanges nearly captures all the gains from exchange. The arrangement for
a three-way exchange is shown in Figure ..
Based on these observations, NEPKE started to implement a prioritymechanism that

could induce up to four-way exchanges.

tissue-type matching matters for long-term survival of live-donor kidneys (other than immediate
rejection). Of course, there are certain properties of donors that all authors agree to be important, such
as the age and health of the donor. Following the field practice of live donation, the models and field
applications surveyed here do not directly take these points into consideration, other than the ability of
a recipient to report her willingness to receive or not to receive a compatible kidney.
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In , the Ohio-based Alliance for Paired Donation (APD) was established
through the collaboration of surgeon Michael Rees, computer programmer Jon Kopke,
Alvin Roth, and the authors. This program immediately started to implement a mech-
anism based on maximizing the number of patients to be matched through up to four-
way exchanges. It uses a priority-based solution in case there is more than one maximal
matching.
The establishment of a national program for kidney exchange is in progress. The

United Network for Organ Sharing (UNOS), the contractor for the national organi-
zation that maintains the deceased-donor waiting list, the Organ Procurement and
Transplantation Network (OPTN), is developing this program with the consultation of
economists, computer scientists, medical doctors, and administrators who have worked
on the development and in the executive body of the exchange programs mentioned
here and some other independent organizations. In late , they launched a pilot
program and two match runs have already been concluded.
In this survey, we will summarize the works of Roth et al. (a, ), which we

mentioned above, and Ünver ().The last extends the agenda of the first two papers,
and analyzes the kidney exchange problem as a dynamic problem in which patients
arrive over time under a stochastic distribution. Then it proposes efficient mechanisms
that maximize the total discounted number of patients matched under different insti-
tutional restrictions.
We will also discuss computational issues involved in solving the optimization prob-

lems with the mechanism design approach. Finally, we will talk about other paradigms
in kidney exchange that are in implementation, such as list exchange, altruistic donor
exchange, and altruistic donor chains, and how these are incorporated in the market
design paradigm.

Mechanics of donation
....................................................................................................................................................................

In this section, we summarize the mechanics governing kidney donations. There are
two sources of donation: deceased donors and living donors.
In the US and Europe, a centralized priority mechanism is used for the allocation

of deceased-donor kidneys, which are considered social endowments. There have been
studies regarding the effect of the choice of prioritymechanismon efficiency, equity, and
incentives, starting with Zenios () (see also Zenios et al., ; Votruba, ; Su
and Zenios, ). In theUS, a soft opt-in system is used to recruit such donors. On their
drivers’ licenses, candidates can opt in to be deceased donors; that is, they give consent
to have their organs be used for transplantation upon their death. However, upon their
death their relatives can override this decision. There are also other regimes in practice
around the world, such as hard opt-in, hard opt-out, and soft opt-out.

 See <http://www.paireddonation.org>.
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As mentioned, live donations have been an increasing source of donations in the
last decade. Live donors are generally significant others, family members, or friends
of recipients. There are also some altruistic live donors who are kind enough to donate
a kidney to a stranger. There is no single regulation governing live donations in the US.
The only rule of thumb used is that live donors should not be coerced into donation
through economic, psychological, or social pressure. In some countries, live donors are
required to be blood related or emotionally related (i.e., romantically related) to the
recipient.
In this survey, we will deal with directed living donations, more specifically, the

cases in which a living donor is willing to donate a kidney to a specific recipient but
is incompatible with her intended recipient. We will also briefly comment on non-
directed, i.e., altruistic, donations.
There are two tests that a donor must pass before she is deemed compatible with the

recipient, blood compatibility and tissue compatibility (or crossmatch) tests:

• Blood compatibility test. There are four human blood types, O, A, B, and AB.
Blood type is determined by the existence or absence of one or two of the blood-
type proteins called A and B. As a rule of thumb, a donor can donate a kidney
to a recipient who has all the blood-type proteins that the donor possesses.

Thus:
– O blood-type kidneys are blood-type compatible with all recipients;
– A blood-type kidneys are blood-type compatible with A and AB blood-type
recipients;

– B blood-type kidneys are blood-type compatible with B and AB blood-type
recipients;

– AB blood-type kidneys are blood-type compatible with AB blood-type
recipients.

• Tissue compatibility (or crossmatch) test. Six human leukocyte antigen (HLA) pro-
teins on DNA determine tissue type. There does not need to be a  match of
the HLA proteins between the donor and the recipient for tissue compatibility.
If antibodies form in the blood of the recipient against the donor’s tissue types,
then there is tissue rejection (or positive crossmatch), and the donor is tissue-type
incompatible with the recipient.The reported chance of positive crossmatch in the
literature is around  between a random blood-type compatible donor and a
random recipient (Zenios et al., ).

If either test fails, the donation cannot go forward. We refer to such a pair as incompat-
ible. This pair then becomes available for paired kidney exchange, which is the topic of
the rest of the survey.

 O type is referred to as  (zero) in many languages, and it refers to the non-existence of any
blood-type proteins.
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A model of kidney exchanges
....................................................................................................................................................................

Let N be the set of groups of incompatible donors and their recipients, that is: each
i = (

Ri,
{

D
i , . . . ,D

ni
i
}) ∈ N is a group (if ni = , a pair) and is represented by a recipient,

Ri and her paired incompatible donors, D
i , . . . ,D

ni
i . We permit each recipient to have

more than one incompatible donor. However, only one of these donors will donate a
kidney if, and only if, the recipient receives one. We will sometimes refer to i simply
as a recipient, since we treat the donors through their kidneys, which are objects, and
consider the recipients as the decision makers, i.e. agents.
For each i ∈ N, let �i be a preference relation on N with three indifference classes.

Option j ∈ N\ {i} refers to the recipient i receiving a kidney from the best donor of j for
i. Option i refers to remaining unmatched. Let �i be the acyclic (i.e. strict preference)
portion of�i and∼i be the cyclic (i.e. indifference) portion of�i. For any j, k ∈ N\ {i},
we have

• j �i i if at least one donor of j is compatible with i;
• j ∼i k if at least one donor of each of j and k is compatible with i;
• i �i j if all donors of j are incompatible with i; and
• j ∼i k if all donors of j and k are incompatible with i.

That is, a recipient with a compatible donor is preferred by i to remaining unmatched,
which is, in turn, preferred to a recipient with incompatible donors. All recipients with
only incompatible donors are indifferent for i. Similarly, all recipients each with at least
one compatible donor are indifferent for i.
A problem is denoted by the recipients, their donors, and preferences. An outcome

of a problem is a matching. A matching μ : N → N is a one-to-one and onto mapping.
For each i ∈ N, recipient i receives a kidney from some donor of recipient μ (i). We
do not specify which donor in our notation, since at most one donor of a recipient is
going make a donation in any matching. Thus, for our purposes i can be matched with
any compatible donor of μ (i). A matching μ is individually rational if for all recipients
i ∈ N, μ (i) �i i. We will focus on only individually rational matchings. Thus, when
we say a matching it will be individually rational from now on. Let M be the set of
matchings. A k−way exchange for some k ≥  is a list (i, i, . . . , ik) such that i receives
a kidney from a compatible donor of ik, i receives a kidney from a compatible donor of
i, . . ., and ik receives a kidney from a compatible donor of ik−. Similarly, all exchanges
we consider will be individually rational. A degenerate exchange (i) denotes the case
in which recipient i is unmatched. Alternately, we represent a matching μ as a set of
exchanges such that each recipient participates in one and only one exchange.
Besides deterministic outcomes, we will also define stochastic outcomes. A stochastic

outcome is a lottery, λ = (
λμ

)
μ∈M, that is a probability distribution on all match-

ings. Although in many matching problems, there is no natural definition of von
Neumann–Morgenstern utility functions, there is one for this problem: It takes value 
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if the recipient is matched and  otherwise. We can define the (expected) utility of
the recipient of a pair i under a lottery λ as the probability of the recipient getting
a transplant and we denote it by ui(λ). The utility profile of lottery λ is denoted by
u (λ) = (ui (λ))i∈N .
A matching is Pareto efficient if there is no other matching that makes every recipient

weakly better off and some recipient strictly better off. A lottery is ex post efficient if it
gives positive weight to only Pareto-efficient matchings. A lottery is ex-ante efficient if
there is no other lottery that makes every recipient weakly better off and some recipient
strictly better off.
A mechanism is a systematic procedure that assigns a lottery for each problem.
A mechanism is strategy-proof if, for each problem

(
N,�

)
, it is a dominant strategy

for each pair i

• to report its true preference �i in a preference profile set P
(
�i

)
where for all

�′
i∈ P

(
�i

)
, j �′

i i �⇒ j �i i, i.e. one pair can never report a group with only
incompatible donors as compatible; and

• to report full set of incompatible donors to the problem.

The first bullet point above underlines the fact that it is possible to detect incompatible
donors through blood tests; thus, we will assume that no recipient can reveal an incom-
patible donor to be compatible. On the other hand, some idiosyncratic factors can lead
a recipient to reveal compatible donors to be incompatible.
We will survey different Pareto-efficient and strategy-proof mechanisms for different

institutional constraints.

Two-way kidney exchanges
....................................................................................................................................................................

First, we restrict our attention in this section to individually rational two-way exchanges.
This section follows Roth et al. (a). Formally, for given any problem

(
N,�

)
, we

are interested in matchings μ ∈ M such that for all i ∈ N, μ (μ (i)) = i. To make our
notation simpler, we define the following concept: Recipients i, j aremutually compatible
if j has a compatible donor for i, and i has a compatible donor for j. We can focus on
a mutual compatibility matrix that summarizes the feasible exchanges and preferences.
A mutual compatibility matrix, C = [

ci,j
]

i∈N ,j∈N , is defined as for any i, j ∈ N,

ci,j =
{
 if i and j are mutually compatible
 otherwise .

The induced two-way kidney exchange problem from problem
(
N,�

)
is denoted by

(N,C). A subproblem of (N,C) is denoted as (I,CI) where I ⊆ N and CI is the restric-
tion of C to the pairs in I. Thus, all relevant information regarding preferences is sum-
marized by the mutual compatibility matrix C.
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Observe that a problem (N,C) can be represented by an undirected graph in which
each recipient is a node, and there is an edge between two nodes if and only if these
two recipients are mutually compatible. Hence, we define the following graph-theoretic
concepts for two-way kidney exchange problems:
A problem is connected if the corresponding graph of the problem is connected,

i.e., one can traverse between any two nodes of the graph using the edges of the
graph. A component is a largest connected subproblem. We refer to a component as
odd if it has an odd number of recipients, and as even if it has an even number of
recipients.
Although in many matching domains exante and expost efficiency are not equiva-

lent (see e.g. Bogomolnaia and Moulin, ), they are equivalent for two-way kidney
exchanges with – preferences because of the following lemma:

Lemma  (Roth et al., a). The same number of recipients is matched at each Pareto-
efficient matching, which is the maximum number of recipients that can be matched.

Thus, finding a Pareto-efficient matching is equivalent to finding a matching that
matches the maximum number of recipients. In graph theory, such a problem is known
as a cardinality matching problem (see e.g. Lóvasz and Plummer, , for an excellent
survey of this and other matching problems regarding graphs). Various intuitive poly-
nomial time algorithms are known to find one Pareto-efficient matching, starting with
Edmonds’ () algorithm.
The above lemma would not hold if exchange were possible among three or more

recipients. Moreover, we can state the following lemma regarding efficient lotteries:

Lemma  (Roth et al., a). A lottery is exante efficient if and only it is expost efficient.

There are many Pareto-efficient matchings, and finding all of them is not computation-
ally feasible (i.e. it is NP complete).Therefore, we will focus on two selections of Pareto-
efficient matchings and lotteries that have nice fairness features.

Priority Mechanism

In many situations, recipients may be ordered by natural priority. For example, the
sensitivity of a recipient to the tissue types of others, known as panel reactive antibody
(PRA), is a criterion also accepted bymedical doctors. Some recipients may be sensitive
to almost all tissue types other than their own and have a PRA=, meaning that they
will reject based solely on tissue incompatibility  of donors from a random sample.
So, one can order the recipients from high to low with respect to their PRAs and use the
following priority mechanism:
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Given a priority ordering of recipients, a priority mechanism
matches Priority  recipient if she is mutually compatible with a recipient, and skips her
otherwise.

...

matches Priority k recipient in addition to all the previously matched recipients if pos-
sible, and skips her otherwise.

Thus, the mechanism determines which recipients are to be matched first, and then
one can select a Pareto-efficientmatching thatmatches those recipients.Thus, themech-
anism is only uniquely valued for the utility profile induced. Anymatching inducing this
utility profile can be the final outcome.The following resultmakes a prioritymechanism
very appealing:

Theorem . A two-way priority mechanism is Pareto efficient and strategy proof.

The structure of Pareto-efficient matchings

We can determine additional properties Pareto-efficient matchings (even though find-
ing all such matchings is exhaustive and, hence, NP complete) thanks to the results
of Gallai (, ) and Edmonds () in graph theory. We can partition the
recipients into three sets as NU ,NO,NP. The members of these sets are defined as
follows:
An underdemanded recipient is one for whom there exists a Pareto-efficient matching

that leaves her unmatched. SetNU is formed by underdemanded recipients, and we will
refer to this set as the set of underdemanded recipients. An overdemanded recipient is
one who is not underdemanded, yet is mutually compatible with an underdemanded
recipient. SetNO is formed by overdemanded recipients. A perfectly matched recipient is
one who is neither underdemanded normutually compatible with any underdemanded
recipient. Set NP is formed by perfectly matched recipients.
The following result, due to Gallai and Edmonds, is the key to understanding the

structure of Pareto-efficient matchings:

Lemma  (The Gallai (, ) and Edmonds () decomposition (GED)). Let μ

be any Pareto-efficient matching for the original problem (N,C) and (I,CI) be the sub-
problem for I = N \ NO. Then we have:

. Each overdemanded recipient is matched with an underdemanded recipient under μ.
. J ⊆ NP for any even component J of the subproblem (I,CI) and all recipients in J

are matched with each other under μ.
. J ⊆ NU for any odd component J of the subproblem (I,CI) and for any recipient

i ∈ J, it is possible to match all remaining recipients with each other under μ. More-
over, under μ
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• either one recipient in J is matched with an overdemanded recipient and all others
are matched with each other,
or

• one recipient in J remains unmatched while the others are matched with each other.

We can interpret this lemma as follows: There exists a competition among odd com-
ponents of the subproblem (I,CI) for overdemanded recipients. LetO = {O, . . . ,Op}
be the set of odd components remaining in the problemwhen overdemanded recipients
are removed. By the GED lemma, all recipients in each odd component are matched
but at most one, and all of the other recipients are matched under each Pareto-efficient
matching. Thus, such a matching leaves |O| − |NO| unmatched recipients, each of
whom is in a distinct odd component.
First, suppose that we determine the set of overdemanded recipients, NO. After

removing those from the problem, we mark the recipients in odd components as
underdemanded, and recipients in even components as perfectly matched. Moreover,
we can think of each odd component as a single entity, which is competing to get one
overdemanded recipient for its recipients under a Pareto-efficient matching.
It turns out that the sets NU ,NO,NP and the GED decomposition can also be found

in polynomial time thanks to Edmonds’ algorithm and related results in the literature.

Egalitarian mechanism

Recall that the utility for a recipient under a lottery is the probability of receiving a
transplant. Equalizing utilities as much as possible may be considered very desirable
from an equity perspective, which is also in line with the Rawlsian notion of fairness
(Rawls, ). We define a central notion in Rawlsian egalitarianism:
A feasible utility profile is Lorenz dominant if

• the least fortunate recipient receives the highest utility among all feasible utility
profiles, and
...

• the sumof utilities of the k least fortunate recipients is the highest among all feasible
utility profiles. 

Is there a feasible Lorenz-dominant utility profile? Roth et al. (a) answer this
question affirmatively.This utility profile is constructed with the help of the GED of the
problem. Let

 By k least fortunate recipients under a utility profile, we refer to the k recipients whose utilities are
lowest in this utility profile.
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• J ⊆ O be an arbitrary set of odd components of the subproblem obtained by
removing the overdemanded recipients;

• I ⊆ NO be an arbitrary set of overdemanded recipients; and
• N(J , I) ⊆ I denote the neighbors of J among I, that is, each overdemanded
recipient in N(J , I) is in I and is mutually compatible with a recipient in an odd
component of the collection J .

Suppose only overdemanded recipients in I are available to be matched with under-
demanded recipients in

⋃
J∈J J. Then, what is the upper bound of the utility that can be

received by the least fortunate recipient in
⋃

J∈J J? The answer is

f (J , I) =
∣
∣⋃

J∈J J
∣
∣ − (|J | − |N (J , I)|)

∣∣⋃
J∈J J

∣∣

and it can be received only if

. all underdemanded recipients in
⋃

J∈J J receive the same utility; and
. all overdemanded recipients in N(J , I) are committed for recipients in

⋃
J∈J J.

The function f is the key in constructing an egalitarian utility profile uE.The following
procedure can be used to construct it:

PartitionO asO,O, . . . and NO as NO
 ,NO

 , . . . as follows:
Step .

O = arg min
J⊆O

f
(
J ,NO)

and

NO
 = N

(
O,NO)

...

Step k.

Ok = arg min
J⊆O

∖⋃k−
�= O�

f

(

J ,NO

∖k−⋃

�=
NO

�

)

and

NO
k = N

(

Ok,NO

∖k−⋃

�=
NO

�

)

Construct the vector uE = (uE
i )i∈N as follows:

. For any overdemanded recipient and perfectly matched recipient i ∈ N \ NU ,

uE
i = .
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. For any underdemanded recipient i whose odd component left the above proce-
dure at step k(i),

uE
i = f (Ok(i),NO

k(i)).

We provide an example explaining this construction:

Example . Let N = {, . . . , } be the set of recipients and let the reduced problem be
given by the system in Figure .. NU = {, . . . , } is the set of underdemanded recipients.
Since both recipients  and  have edges with recipients in NU, NO = {, } is the set of
overdemanded recipients.

O = {O, . . . ,O}
where

O = {},O = {},O = {},O = {, , }
O = {, , },O = {, , , , }

Consider J = {O,O} = {{}, {}}. Note that, by the GED lemma, an odd component
that has k recipients guarantees k−

k utility for each of its recipients. Since f (J,NO) =

 < 

 < 
 , none of the multi-recipient odd components is an element of O. More-

over, recipient  has two overdemanded neighbors and f (J,NO) > f (J,NO) for any
J ⊆ {{}, {}, {}} with {} ∈ J. Therefore

O = J = {{}, {}}, NO
 = {},

uE
 = uE

 = 

.

1

3 4 5

6

7 8 10 11

9

2

12 13

14

15 16

figure .. Graphical representation for the set of recipients Example .
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Next, consider J = {O,O,O} = {{}, {, , }, {, , }}. Note that f (J,NO \ NO
 ) =

−(−)
 = 

 . Since f (J,NO \ NO
 ) = 

 < 
 , the five-recipient odd componentO is not

an element of O. Moreover,

f ({O},NO \ NO
 ) = f ({O},NO \ NO

 )

= f ({O},NO \ NO
 ) = ,

f ({O,O},NO \ NO
 ) = f ({O,O},NO \ NO

 ) = 

,

f ({O,O},NO \ NO
 ) = 


.

Therefore,

O = J = {{}, {, , }, {, , }},
NO
 = {},

and uE
 = · · · = uE

 = 

.

Finally since NO \ (NO
 ∪ NO

 ) = ∅,
O = {{, , , , }},
NO
 = ∅,

and uE
 = · · · = uE

 = 

.

Hence the egalitarian utility profile is

uE = (, ,


,


,


,


,


,


,


,


,


,


,


,


,


,


).

Roth et al. (a) proved the following results:

Theorem  (Roth et al., a). The vector uE is a feasible utility profile.

In particular, the proof of theorem  shows how a lottery that implements uE can be
constructed.

Theorem  (Roth et al., a). The utility profile uE Lorenz dominates any other feasible
utility profile (efficient or not).

The egalitarian mechanism is a lottery mechanism that selects a lottery whose utility
profile is uE. It is only uniquely valued for the utility profile induced. As a mechanism,
the egalitarian approach also has appealing properties:
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Theorem  (Roth et al., a). The egalitarian mechanism is ex ante efficient and strat-
egy proof.

The egalitarian mechanism can be used for cases in which there is no exogenous way
to distinguish among recipients.
The related literature for this section includes four other papers, two of which are

by Bogomolnaia and Moulin (), who inspect a two-sided matching problem with
the same setup as the model above, and by Dutta and Ray (), who introduce the
egalitarian approach for convex TU-cooperative games.Morrill () inspects amodel
similar to the one surveyed here for two-way exchanges, with the exception that pref-
erences are strict. He considers Pareto-efficient matchings and proposes a polynomial
time algorithm for finding one starting from a status quo matching (see the section on
dynamic kidney exchange later in this chapter). Yilmaz () considers an egalitarian
kidney exchange mechanism when multi-way list exchanges are possible. He considers
a hybrid model between Roth et al. () and (a).

Multi-way kidney exchanges
....................................................................................................................................................................

Roth et al. () explored what is lost when the central authority conducts only two-
way kidney exchanges rather than multi-way exchanges. More specifically, they exam-
ined the upper bound ofmarginal gains from conducting two- and three-way exchanges
instead of only two-way exchanges, two-, three, and four-way exchanges instead
of only two- and three-way exchanges, and unrestrictedmulti-way exchanges instead of
only two-, three-, and four-way exchanges. The setup is very similar to that given in
the previous section, with only one difference: a matching does not necessarily consist
of two-way exchanges. All results in this section are due to Roth et al. () unless
otherwise noted.
In this section, a recipient will be assumed to have a single incompatible donor, and

thus, the recipient and her incompatible donor will be referred to as a pair. The blood
types of the recipient Ri and donorDi are denoted as X–Y for pair i, where the recipient
is of blood type X and donor is of blood type Y.
An example helps illustrate why the possibility of a three-way exchange is

important:

Example . Consider a sample of fourteen incompatible recipient–donor pairs. There are
nine pairs who are blood-type incompatible, of types A–AB, B–AB, O–A, O–A, O–B, A–B,
A–B, A–B, and B–A; and five pairs who are incompatible because of tissue rejection, of
types A–A, A–A, A–A, B–O, and AB–O. For simplicity in this example there is no tissue
rejection between recipients and other recipients’ donors.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

market design for kidney exchange 

• If only two-way exchanges are possible:
(A–B,B–A); (A–A,A–A); (B–O,O–B); (AB–O,A–AB) is a possible Pareto-efficient
matching.

• If three-way exchanges are also feasible:
(A–B,B–A); (A–A,A–A,A–A); (B–O,O–A,A–B); (AB–O, O–A, A–AB) is a possible
maximal Pareto-efficient matching.

The three-way exchanges allow:

. an odd number of A–A pairs to be transplanted (instead of only an even number
with two-way exchanges), and

. a pair with a donor who has a blood type more desirable than her recipient’s to
facilitate three transplants rather than only two. Here, the AB–O type pair helps
two pairs with recipients having less desirable blood type than their donors (O–A
and A–AB), while the B–O type pair helps one pair with a recipient having a less
desirable blood type than her donor (O–A) and a pair of type A–B. Here, note that
another A–B type pair is already matched with a B–A type, and this second A–B
type pair is in excess.

First, we introduce two upper-bound assumptions and find the size of Pareto-efficient
exchanges with only two-way exchanges:

Assumption  (upper-bound assumption). No recipient is tissue-type incompatible with
another recipient’s donor.
Assumption  (large population of incompatible recipient–donor pairs). Regardless of
the maximum number of pairs allowed in each exchange, pairs of types O–A, O–B,
O–AB, A–AB, and B–AB are on the “long side” of the exchange, in the sense that at least
one pair of each type remains unmatched in each feasible set of exchanges. We simply
assume there is an arbitrarily many number of O–A, O–B, O–AB, A–AB, and B–AB type
pairs.

The following observations concern the feasibility of exchanges:

Observation . A pair of type X–Y ∈ {O–A, O–B, O–AB, A–AB, B–AB} can participate
in a two-way exchange only with a pair of its reciprocal type Y–X or type AB–O.
Observation . A pair of O–O, A–A, B–B, AB–AB, A–B, or B–A can participate in a
two-way exchange only with its reciprocal type pair or a pair belonging to some of the
types among A–O, B–O, AB–O, AB–A, AB–B.
Observation . A pair of type X–Y ∈ {A–O, B–O, AB–O, AB–A, AB–B} can participate
in a two-way exchange with a pair of not only its own type (and possibly some other types
in the same set), but also some types among O–A, O–B, O–AB, A–AB, B–AB, O–O, A–A,
B–B, AB–AB, A–B, B–A, as well.
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Based on the above observations and the intuition given in example , we formally
classify the types of pairs into four (Ünver, ):

• overdemanded types: T O = {A–O, B–O, AB–O, AB–A, AB–B}
• underdemanded types: T U = {O–A, O–B, O–AB, A–AB, B–AB}
• self-demanded types: T S = {O–O, A–A, B–B, AB–AB}
• reciprocally demanded types: T R = {A–B, B–A}
Observe that the definitions of overdemanded and underdemanded types in this

chapter are different from their definitions used earlier for the GED lemma. We will
use these definitions in the next two sections as well. Both definitions are in the same
flavor, yet they are not equivalent.
Thefirst result is about the greatest lower bound of the size of two-wayPareto-efficient

matchings:

Proposition  (Roth et al., ). The maximal size of two-way matchings: For any
recipient population obeying assumptions  and , the maximum number of recipients
who can be matched with only two-way exchanges is:

 ((A–O) + (B–O) + (AB–O) + (AB–A) + (AB–B))

+ ((A–B) + (B–A) − |(A–B) − (B–A)|)

+ 
(⌊

(A–A)


⌋
+

⌊
(B–B)



⌋
+

⌊
(O–O)



⌋
+

⌊
(AB–AB)



⌋)

where a� refers to the largest integer smaller than or equal to a and (x–y) refers to the
number of x–y type pairs.

We can generalize example  in a proposition for three-way exchanges.We introduce
an additional assumption for ease of notation. The symmetric case implies replacing
types “A” with “B” and “ B” with “A” in all of the following results.

Assumption . (A–B) > (B–A).

The following is a simplifying assumption.

Assumption . There is either no type A–A pair or there are at least two of them. The
same is also true for each of the types B–B, AB–AB, and O–O.

When three-way exchanges are also feasible, as we noted earlier, lemma  no longer
holds. Thus, we consider the largest of the Pareto-efficient matchings under two- and
three-way matching technology.
On the other hand, an overdemanded AB–O type pair can potentially save two

underdemanded type pairs of types O–A and A–AB, or O–B and B–AB, under a three-
way exchange (see Figure .).
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AB O O A ABA

AB O O B ABB

R1 D1

R1 D1 R2 D2 R3 D3

R2 D2 R3 D3

(a)

(b)

figure .. AB–O type pair saving two underdemanded pairs in a three-way exchange.

B O O A BA

AB A A B ABB

R1 D1

R1 D1 R2 D2 R3 D3

R2 D2 R3 D3

(a)

(b)

figure .. Overdemanded pairs B–O / AB–A each saving one underdemanded pair and an
A–B type pair in a three-way exchange.

When the number of A–B type pairs is larger than the number of B–A type pairs in
a static pool (assumption ):

• All B–A type pairs can be matched with A–B type pairs in two-way exchanges.
• Each B–O type pair can potentially save one O–A type pair and one excess A–B
type pair in a three-way exchange.

• Each AB–A type pair can potentially save one excess A–B type and one B–AB type
pair in a three-way exchange (see Figure .).

The above intuition can be stated as a formal result:

Proposition  (Roth et al., ). The maximal size of two- and three-way matchings:
For any recipient population for which assumptions – hold, the maximum number of
recipients who can be matched with two-way and three-way exchanges is:
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 ((A–O) + (B–O) + (AB–O) + (AB–A) + (AB–B))

+ ((A–B) + (B–A) − |(A–B) − (B–A)|)
+ ((A–A) + (B–B) + (O–O) + (AB–AB))

+ (AB–O)

+min{((A–B) − (B–A)), ((B–O) + (AB–A))}

And to summarize, the marginal effect of availability of two- and three-way kidney
exchanges over two-way exchanges is:

(A–A) + (B–B) + (O–O) + (AB–AB)

−
([

(A–A)


]
+

[
(B–B)



]
+

[
(O–O)



]
+

[
(AB–AB)



])

+(AB–O)

+min{((A–B) − (B–A)), ((B–O) + (AB–A))}

What about the marginal effect of two-, three-, and four-way exchanges over two-
and three-way exchanges? It turns out that there is only a slight improvement in the
maximal matching size with the possibility of four-way exchanges.
We illustrate this using the above example:

Example  (example  continued). If four-way exchanges are also feasible, instead of
the exchange (AB–O, O–A, A–AB) we can now conduct a four-way exchange (AB–O,
O–A, A–B, B–AB). Here, the valuable AB–O type pair helps an additional A–B type
pair in excess in addition to two pairs with less desirable blood-type donors than their
recipients.

Thus, each AB–O type pair can potentially save one O–A type pair, one excess A–B
type pair, and one B–AB type pair in a four-way exchange (see Figure .).

AB O O A BA
R1 D1 R2 D2 R3 D3

B AB
R3 D3

figure .. An overdemanded AB–O type pair can save three underdemanded pairs in a four-
way kidney exchange.
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We formalize this intuition as the following result:

Proposition  (Roth et al., ). The maximal Size of two-, three-, and four-way
matchings: For any recipient population in which assumptions – hold, the maxi-
mum number of recipients who can be matched with two-way, three-way, and four-way
exchanges is:

 ((A–O) + (B–O) + (AB–O) + (AB–A) + (AB–B))

+ ((A–B) + (B–A) − |(A–B) − (B–A)|)
+ ((A–A) + (B–B) + (O–O) + (AB–AB))

+ (AB–O)

+min{((A–B) − (B–A)),

((B–O) + (AB–A) + (AB–O))}
Therefore, in the absence of tissue-type incompatibilities between recipients and other
recipients’ donors, the marginal effect of four-way kidney exchanges is bounded from above
by the rate of the very rare AB–O type.

It turns out that under the above assumptions, larger exchanges do not help to match
more recipients. This is stated as follows:

Theorem  (Roth et al., ). Availability of four-way exchange suffices: Consider a
recipient population for which assumptions , , and  hold and let μ be any maximal
matching (when there is no restriction on the size of the exchanges). Then there exists a
maximal matching ν that consists only of two-way, three-way, and four-way exchanges,
under which the same set of recipients benefits from exchange as in matching μ.

What about incentives, when these maximal solution concepts are adopted in a
kidney exchange mechanism? The strategic properties of multi-way kidney exchange
mechanisms are inspected by Hatfield () in the – preference domain. This result
is a generalization of theorem .
A deterministic kidney exchange mechanism is consistent if whenever it only selects

a multi-waymatching in setX ⊆ M as its outcome, where all matchings inX generate
the same utility profile when the set of feasible individually rational matchings is M,
then for any other problem for the same set of pairs such that the set of feasible individ-
ually rational matchings isN ⊂ M withX ∩ N �= ∅, it selects a multi-way matching
in set X ∩ N . 

 Recall that a kidney exchange mechanism may select many matchings that are utility-wise
equivalent in the – preference domain. A two-way priority mechanism is an example.
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A deterministic mechanism is non-bossy if whenever one recipient manipulates her
preferences/number of donors and cannot change her outcome, defined as either being
matched to a compatible donor or remaining unmatched, then she cannot change other
recipients’ outcome under this mechanism with the same manipulation.
The last result of this section is as follows:

Theorem  (Hatfield, ). If a deterministic mechanism is non-bossy and strategy proof
then it is consistent. Moreover, a consistent mechanism is strategy proof.

Thus, it is straightforward to create strategy-proof mechanisms using maximal-priority
or prioritymulti-way exchange rules. Bymaximal-prioritymechanisms, wemeanmech-
anisms that maximize the number of patients matched (under an exchange restriction
such as two, three, four, etc., or no exchange size restriction), and then use a priority
criterion to select among such matchings.

Simulations using national recipient
characteristics

....................................................................................................................................................................

In this section we dispense with the simplifying assumptions made so far, and turn to
simulated data reflecting national recipient characteristics. Specifically, we now look
at populations in which a recipient may have tissue type incompatibilities with many
donors. This will allow us to assess the accuracy of the approximations derived under
the above assumption that exchange is limited only by blood-type incompatibilities.
The simulations reported here follow those of Saidman et al. (), and Roth et al.

(). We will see that the formulas predict the actual number of exchanges sur-
prisingly well. That is, the upper bounds on the maximal number of exchanges when
exchange is limited only by blood-type incompatibility are not far above the numbers
of exchanges that can actually be realized. In addition, only a small number of exchanges
involving more than four pairs are needed to achieve efficiency in the simulated data.

Recipient–donor population construction

We consider samples of non-blood-related recipient–donor pairs, to avoid complica-
tions due to the impact of genetics on immunological incompatibilities. The charac-
teristics such as the blood types of recipients and donors, the PRA distribution of the
recipients, donor relation of recipients, and the gender of the recipients are generated
using the empirical distributions of the data from an OPTN subsidiary in the US, the
Scientific Registry of Transplant Recipients (SRTR) (see Table .). We consider all
ethnicity in the data.
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Table 4.1. Patient and living-donor distributions used in
simulations

Frequency (percent)

A. Patient ABO blood type
O 48.14
A 33.73
B 14.28
AB 3.85

B. Patient gender
Female 40.90
Male 59.10

C. Unrelated living donors
Spouse 48.97
Other 51.03

E. PRA distribution
Low PRA 70.19
Medium PRA 20.00
High PRA 9.81

Based on OPTN/SRTR Annual Report in 2003, for the period 1993–2002,
retrieved from <http://www.optn.org> on November 22, 2004. Patient
characteristics are obtained using the new waiting list registrations data,
and living-donor relational type distribution is obtained from living-donor
transplants data.

In our simulations, we randomly simulate a series of recipient–donor pairs using
the population characteristics explained above. Whenever a pair is compatible (both
blood-type compatible and tissue-type compatible), the donor can directly donate to
the intended recipient and therefore we do not include them in our sample. Only when
they are either blood-type or tissue-type incompatible do we keep them, until we reach
a sample size of n incompatible pairs. We use a Monte-Carlo simulation size of 
random population constructions for three population sizes of , , and .

Tissue-type incompatibility

Tissue-type incompatibility (a positive crossmatch) is independent of blood-type incom-
patibility, and arises when a recipient has preformed antibodies against a donor tissue
type.
Recipients in the OPTN/SRTR database are divided into the following three groups

based on the odds that they have a crossmatch with a random donor:

. Low-PRA (percent reactive antibody) recipients: Recipients who have a positive
crossmatch with less than  of the population.
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. Medium-PRA recipients: Recipients who have a positive crossmatch with –
of the population.

. High-PRA recipients: Recipients who have a positive crossmatch with more than
 of the population.

Frequencies of low-,medium-, and high-PRA recipients reported in theOPTN/SRTR
database are given in Table .. Since a more detailed PRA distribution is unavailable in
the medical literature, we will simply assume that:

• each low-PRA recipient has a positive crossmatch probability of  with a random
donor;

• each medium-PRA recipient has a positive crossmatch probability of  with a
random donor; and

• each high-PRA recipient has a positive crossmatch probability of  with a ran-
dom donor.

We have already indicated that when the recipient is female and the potential donor
is her husband, it is more likely that they have a positive crossmatch due to pregnan-
cies. Zenios et al. () indicate that while positive crossmatch probability is .
between random pairs, it is . between female recipients and their donor husbands.
Equivalently, female recipients’ negative crossmatch probability (i.e. the odds that there
is no tissue-type incompatibility) with their husbands is approximately  of the
negative crossmatch probability with a random donor.Therefore, we accordingly adjust
the positive crossmatch probability between a female recipient and her donor husband
using the formula

PRA∗ = − .(− PRA)

and assume that

• each low-PRA female recipient has a positive crossmatch probability of .
with her husband;

• each medium-PRA female recipient has a positive crossmatch probability of
. with her husband; and

• each high-PRA female recipient has a positive crossmatch probability of .
with her husband.

Outline of the simulations

For each sample ofn incompatible recipient–donor pairs, we find themaximumnumber
of recipients who can benefit from an exchange when both blood-type and tissue-type
incompatibilities are considered, and
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• only two-way exchanges are allowed;
• two-way and three-way exchanges are allowed;
• two-way, three-way, and four-way exchanges are allowed; and
• any size exchange is allowed.

In our simulations, to find the maximal number of recipients who can benefit from
an exchange when only two-way exchanges are allowed, we use a version of Edmonds’
() algorithm (see Roth et al., a), and to find the maximal number of recipients
who can benefit from an exchange when larger exchanges are allowed, we use various
integer programming techniques.
We compare these numbers with those implied by the analytical expressions in the

above propositions, to see whether those formulas are close approximations or merely
crude upper bounds. Since many high-PRA recipients cannot be part of any exchange
due to tissue-type incompatibilities, we report two sets of upper bounds induced by the
formulas we developed:

. For each sample we use the formulas with the raw data.
. For each sample we restrict our attention to recipients each of whom can partici-

pate in at least one feasible exchange.

That is, in Table ., “upper bound ” for each maximal allowable size exchange is
the formula developed above for that size exchange (i.e. propositions , , and  for
maximal exchange sizes two, three, or four pairs) with the population size of n = ,
, or . However, in a given sample of size n = , for example, there may be some
recipients who have no compatible donor because of tissue-type incompatibilities, and
hence cannot possibly participate in an exchange. In this population there is therefore
a smaller number n′ < n of pairs actually available for exchange, and “upper bound ”
in Table . reports the average over all populations for the formulas using this smaller
population of incompatible recipient–donor pairs. Clearly upper bound  provides a
more precise (i.e. lower) upper bound to the number of exchanges that can be found.
The fact that the difference between the two upper bounds diminishes as the population
size increases reflects that, in larger populations, even highly sensitized recipients are
likely to find a compatible donor.

Discussion of the simulation results
The static simulation results (which include tissue-type incompatibilities) are very simi-
lar to the theoretical upper bounds we develop for the case with only blood-type incom-
patibilities. While two-way exchanges account for most of the potential gains from
exchange, the number of recipients who benefit from exchange significantly increases
when three-way or more exchanges are allowed, and, consistent with the theory, three-
way exchanges account for a large share of the remaining potential gains. For example,
for a population size of  pairs, an average of:
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Table 4.2. Simulation results for the average number of patients actually
matched and predicted by the formulas to be matched.

Type of exchange

Pop. size Method Two-way
Two-way,
three-way

Two-way,
three-way,
four-way

No
constraint

Simulation 8.86 11.272 11.824 11.992
(3.4866) (4.0003) (3.9886) (3.9536)

n=25 Upper bound 1 12.5 14.634 14.702
(3.6847) (3.9552) (3.9896)

Upper bound 2 9.812 12.66 12.892
(3.8599) (4.3144) (4.3417)

Simulation 21.792 27.266 27.986 28.09
(5.0063) (5.5133) (5.4296) (5.3658)

n=50 Upper bound 1 27.1 30.47 30.574
(5.205) (5.424) (5.4073)

Upper bound 2 23.932 29.136 29.458
(5.5093) (5.734) (5.6724)

Simulation 49.708 59.714 60.354 60.39
(7.3353) (7.432) (7.3078) (7.29)

n=100 Upper bound 1 56.816 62.048 62.194
(7.2972) (7.3508) (7.3127)

Upper bound 2 53.496 61.418 61.648
(7.6214) (7.5523) (7.4897)

The standard errors of the population are reported in parentheses. The standard errors of
the averages are obtained by dividing population standard errors by square root of the
simulation number, 22.36.

• . pairs can be matched when any size exchange is feasible;
• . pairs can be matched when only two-way and three-way exchange are feasi-
ble; and

• . pairs can be matched when only two-way exchange is feasible.

Hence for n = , two-way exchanges account for  (i.e. .
. ) of the potential

gains from exchange, whereas three-way exchanges account for  (i.e. .−..−. ) of
the remaining potential gains. These rates are  and  for a population size of
 pairs, and  and  for a population size of  pairs. The theory developed
in the absence of crossmatches is still predictive when there are crossmatches: virtu-
ally all possible gains from trade are achieved with two-way, three-way, and four-way
exchanges, especially when the population size is large (see Table .).

 When the population size is  incompatible pairs, in  of the  simulated populations the
maximum possible gains from trade are achieved when no more than four pairs are allowed to
participate in an exchange.
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Dynamic kidney exchange
....................................................................................................................................................................

The above twomodels consider a static situation: a pool of recipients with their directed
incompatible donors. These models answer how we can organize kidney exchanges
in an efficient and incentive-compatible way. However, in real life, the recipient pool
is not static but evolves over time. Ünver () considered a model in which the
exchange pool evolves over time by pairs of a recipient and her directed donor arriving
with a Poisson distribution in continuous time with an expected arrival rate of λ. The
question answered by this paper is that if there is a constant unit cost of waiting in
the pool for each recipient, what is the mechanism that should be run to conduct the
exchanges so that the expected discounted exchange surplus is maximized? (It turns out
that this is equivalent to maximizing the expected discounted number of recipients to
be matched.)
There are also operation research and computer science articles answering different

aspects of the dynamic problem. Zenios () considers a continuous-arrival model
with pairs of recipients and their directed donors. The model is stylistic in the sense
that all blood types are not modeled, and all exchanges are two way. However, the
preferences are not – and the outside option is list exchange. Awasthi and Sand-
holm () consider an online mechanism design approach to find optimal dynamic
mechanisms for kidney exchange when there are no waiting costs but pairs can exit
the pool randomly. They look at mechanisms that are obtained heuristically by sam-
pling future possibilities depending on the current and past matches. Their model has
a very large state space; thus, online sampling is used to simplify the optimization
problem.

Exchange pool evolution

We continue with Ünver’s () model. For any pair type X–Y ∈ T , let qX–Y be the
probability of a randompair being of typeX–Y.We refer to qX–Y as the arrival probability
of pair type X–Y ∈ T . We have∑

X–Y ∈T qX–Y = .
Once a pair arrives, if it is not compatible, it becomes available for exchange. If

it is compatible, the donor immediately donates a kidney to the recipient of the
pair, and the pair does not participate in exchanges. The exchange pool is the set of
the pairs which have arrived over time and whose recipient has not yet received a
transplant.
Let pc be the positive crossmatch probability that determines the probability that

a donor and a recipient will be tissue-type incompatible. Let pX–Y denote the pool
entry probability of any arriving pair type X–Y. Since blood-type incompatible pairs
always join the exchange pool, we have pX–Y =  for any blood-type incompatible X–Y.
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Since blood-type compatible pairs join the pool if and only if they are not tissue-
type compatible, we have pX–Y = pc for any blood-type compatible X–Y. Let λp =
λ

∑
X–Y∈T pX–YqX–Y be the expected number of pairs that enter the pool for exchange

per unit time interval.

Time- and compatibility-based preferences

Each recipient has preferences over donors and time of waiting in the pool. For any
incompatible pair i, recipientRi’s preferences are denoted by�i and defined over donor–
time interval pairs. Recipient Ri’s preferences over donors fall into three indifference
classes (as in earlier Sections): compatible donors are preferred to being unmatched—an
option denoted by being matched with her paired incompatible donorDi—and, in turn,
being unmatched is preferred to being matched with incompatible donors. Moreover,
time spent in the exchange pool is another dimension in the preferences of recipients:
waiting is costly. Formally, preferences of Ri over donors and time spent in the pool are
defined as follows: 

. for any two compatible donorsD andD′withRi, and timeperiod t, (D, t) ∼i
(
D′, t

)

(indifference over compatible donors if both transplants occur at the same time);
. for any compatible donor D with Ri and time periods t and t′ such that t < t′,

(D, t) �i
(
D, t′

)
(waiting for a compatible donor is costly);

. for any compatible donor D with Ri and time periods t and t′, (D, t) �i
(
Di, t′

)

(compatible donors are preferred to remaining unmatched);
. for any incompatible donor D �= Di and time periods t and t′, (Di, t) �i

(
D, t′

)

(remaining unmatched is preferred to being matched with incompatible donors).

For each pair, we associate waiting in the pool with a monetary cost and we assume
that the unit time cost of waiting for a transplant by undergoing continuous dialysis is
equal to c >  for each recipient. The alternative to a transplant is dialysis. A recipient
can undergo dialysis continuously. It is well known that receiving a transplant causes
the recipient to resume a better life (Overbeck et al., ). Also, health-care costs for
dialysis are higher than those for transplantation in the long term (Schweitzer et al.,
). We model all the costs associated with undergoing continuous dialysis by the
unit time cost c.

Dynamically efficient mechanisms
A (dynamic) matching mechanism is a dynamic procedure such that at each time t ≥ 
it selects a (possibly empty) matching of the pairs available in the pool. Once a pair is

 Let∼i denote the indifference relation and �i denote the strict preference relation associated with
the preference relation�i .
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matched at time t by a matching mechanism, it leaves the pool and its recipient receives
the assigned transplant.
Let A(t) be the total number of pairs that have arrived until time t. If mechanism φ is

executed (starting time ), A,φ (t) is the total number of pairs matched by mechanism
φ. There are A(t) − A,φ (t) pairs available at the pool at time t.
There is a health authority that oversees the exchanges.
Suppose that the health authority implements a matching mechanism, φ. For any

time t, the current value of expected cost at time t under matching mechanism φ is
given as: 

Et
[
Cφ (t)

] =
∫ ∞

t
cEt

[
A (τ ) − A,φ (τ )

]
e−ρ(τ−t)dτ ,

where ρ is the discount rate.
For any time τ , t such that τ > t, we have Et

[
A (τ )

] = λp (τ − t) + A (t), where
the first term is the expected number of recipients to arrive at the exchange pool in the
interval [t, τ ] and the second term is the number of recipients that arrived at the pool
until time t. Therefore, we can rewrite Et

[
Cφ (t)

]
as:

Et
[
Cφ (t)

] =
∫ ∞

t
c(λp (τ − t) + A (t) − Et

[
A,φ (τ )

]
)e−ρ(τ−t)dτ .

Since
∫ ∞

t e−ρ(τ−t)dτ = 
ρ
and

∫ ∞
t (τ − t) e−ρ(τ−t)dτ = 

ρ , we can rewrite Et
[
Cφ (t)

]

as:

Et
[
Cφ (t)

] = cλp

ρ + A (t)
ρ

−
∫ ∞

t
cEt

[
A,φ (τ )

]
)e−ρ(τ−t)dτ . ()

Only the last term in equation  depends on the choice of mechanism φ. The previous
terms cannot be controlled by the health authority, since they are the costs associated
with the number of recipients arriving at the pool. We refer to this last term as the
exchange surplus at time t formechanism φ and denote it by:

ESφ
(t) =

∫ ∞

t
cEt

[
φ (τ )

]
e−ρ(τ−t)dτ .

We can rewrite it as:

ESφ
(t) =

∫ ∞

t
c
(
Et

[
φ (τ ) − φ (t)

] + A,φ (t)
)

e−ρ(τ−t)dτ

= cφ (t)
ρ

+
∫ ∞

t
c
(
Et

[
φ (τ ) − A,φ (t)

])
e−ρ(τ−t)dτ .

The first term above is the exchange surplus attributable to all exchanges that have been
done until time t and at time t, and the second term is the future exchange surplus
attributable to the exchanges to be done in the future. The central health authority

 Et refers to the expected value at time t.
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cannot control the number of past exchanges at time t either. Let nφ (τ ) be the number
of matched recipients at time τ by mechanism φ, and we have:

φ (t) =
(

∑

τ<t

nφ (τ )

)

+ nφ (t) .

We focus on the present and future exchange surplus, which is given as:

ẼSφ
(t) = cnφ (t)

ρ
+

∫ ∞

t
c
(
Et

[
A,φ (τ ) − A,φ (t)

])
e−ρ(τ−t)dτ . ()

A dynamicmatchingmechanism ν is (dynamically) efficient if, for any t, it maximizes
the present and future exchange surplus at time t given in equation . We look for
solutions of the problem independent of initial conditions and time t. We will define
a steady-state formally. If such solutions exist, they depend only on the “current state of
the pool” (defined appropriately) but not on time t or the initial conditions.

Dynamically efficient two-way exchange

In this subsection, we derive the dynamically optimal two-way matching mechanism.
Throughout this subsection we will maintain two assumptions, assumptions  and ,
introduced earlier.
We are ready to state theorem .

Theorem  (Ünver, ). Let dynamic matching mechanism ν be defined as a mecha-
nism that matches only X–Y type pairs with their reciprocal Y–X type pairs, immediately
when such an exchange is feasible. Then, under assumptions  and , mechanism ν is a
dynamically optimal two-way matching mechanism.

Moreover, a dynamically optimal two-way matching mechanism conducts a two-way
exchange whenever one becomes feasible.

Next we show that assumption  will hold in the long run under the most reasonable
pair-type arrival distributions; thus, it is not a restrictive assumption.

Proposition  (Ünver, ). Suppose that pc
(
qAB–O + qX–O

)
< qO–X for all X∈ {A, B},

pc
(
qAB–O + qAB–X

)
< qX–AB for all X∈ {A, B} and pcqAB–O < qO–AB. Then, assump-

tion  holds in the long run regardless of the two-way matching mechanism
used.

The hypothesis of the above proposition is very mild and will hold for sufficiently
small crossmatch probability. Moreover, it holds for real-life blood frequencies. For
example, assuming that the recipient and the paired donor are blood unrelated, the
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arrival rates reported in the earlier simulations satisfy these assumptions, when the
crossmatch probability is pc = ., as reported by Zenios et al. ().

Dynamically efficient multi-way exchanges

In this Subsection, we consider matching mechanisms that allow for not only two-way
exchanges, but larger exchanges as well. Roth et al. () have studied the impor-
tance of three-way and larger exchanges in a static environment, and we summarized
these results earlier. The results in this subsection follow this intuition, and are due to
Ünver (). We can state the following observation motivated by the results reported
earlier:

Observation . In an exchange that matches an underdemanded pair, there should be at
least one overdemanded pair. In an exchange that matches a reciprocally demanded pair,
there should at least be one reciprocal type pair or an overdemanded pair.

Using the above illustration, under realistic blood-type distribution assumptions,
we will prove that assumption  still holds, when the applied matching mechanism
is unrestricted. Recall that through assumption , we assumed these were arbitrarily
many underdemanded type pairs available in the long-run states of the exchange pool,
regardless of the dynamic matching mechanism used in the long run.

Proposition  (Ünver, ). Suppose that pc
(
qAB–O + qX–O

) +min
{

pcqY–O, qX–Y
}
<

qO–X for all {X, Y} = {A, B}, pc
(
qAB–O + qAB–X

) +min
{

pcqAB–Y, qY–X
}

< qX–AB for
all {X, Y} = {A, B} and pcqAB–O < qO–AB. Then, assumption  holds in the long run
regardless of the unrestricted matching mechanism used.

The hypothesis of the above proposition is also very mild and will hold for sufficiently
small crossmatch probability pc. Moreover, it holds for real-life blood frequencies and
crossmatch probability. For example, assuming that the recipient and the paired donor
are blood unrelated, the arrival rates reported in the simulations section of the paper
satisfy these assumptions. Thus, we can safely use assumption  in this section, as well.
Next, we characterize the dynamically efficient mechanism.
In a dynamic setting, the structure of three-way and four-way exchanges discussed

earlier may cause the second part of theorem  not to hold when these larger exchanges
are feasible. More specifically, we can benefit from not conducting all feasible exchanges
currently available, and holding on to some of the pairs that can currently participate in
an exchange in expectation of saving more pairs in the near future.
We maintain assumption  as well as assumption  in this subsection. We state

one other assumption. First, we state that as long as the difference between A–B and
B–A type arrival frequencies is not large, overdemanded type pairs will be matched
immediately.
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Proposition  (Ünver, ). Suppose assumptions  and  hold. If qA–B and qB–A
are sufficiently close, then under the dynamically efficient multi-way matching mech-
anism, overdemanded type pairs are matched as soon as they arrive at the exchange
pool.

Assumption  (assumption on generic arrival rates of reciprocally demanded types).
A–B and B–A type pairs arrive at relatively close frequency to each other so that proposition
 holds.

Under assumptions , , and , we will only need to make decisions in situations
in which multiple exchanges of different sizes are feasible: For example, consider a
situation in which an A–O type pair arrives at the pool, while a B–A type pair is also
available. Since, by assumption , there is an excess number of O–A and O–B type pairs
in the long run, there are two sizes of feasible exchanges, a three-way exchange (for
example, involving A–O, O–B, and B–A type pairs) or a two-way exchange (for exam-
ple, involving A–O and O–A type pairs). Which exchange should the health authority
choose?
To answer this question, we analyze the dynamic optimization problem. Since the

pairs arrive according to a Poisson process, we can convert the problem to an embedded
Markov decision process. We need to define a state space for our analysis. Since the
pairs in each type are symmetric by assumption , the natural candidate for a state is
a sixteen-dimensional vector, which shows the number of pairs in each type available.
In our exchange problem, there is additional structure to eliminate some of these state
variables.We look at overdemanded, underdemanded, self-demanded, and reciprocally
demanded types separately:

• Overdemanded types. If an overdemanded pair i of type X–Y ∈ T O arrives, by
proposition , pair i will be matched immediately in some exchange. Hence, the
number of overdemanded pairs remaining in the pool is always .

• Underdemanded types. By assumption  as well as assumption , there will be an
arbitrarily large number of underdemanded pairs. Hence, the number of underde-
manded pairs is always∞.

• Self-demanded types. Whenever a self-demanded pair i of type X–X ∈ T S is avail-
able in the exchange pool, it can be matched through two ways under a multi-way
matching mechanism:

. If another X–X type pair j arrives, by assumption , i and j will be mutually
compatible, and a two-way exchange (i, j) can be conducted.

. If an exchange E = (i, i, . . . , ik), with Y blood-type donor Dik and Z blood-
type recipient Ri , becomes feasible, and blood-type Y donors are blood-type
compatible with blood-type X recipients, while blood-type X donors are blood-
type compatible with blood-type Z recipients, then pair i can be inserted
in exchange E just after ik, and by assumption , the new exchange E′ =
(i, i, . . . , ik, i) will be feasible.
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By observation , a self-demanded type can never save an overdemanded or reciprocally
demanded pair without the help of an overdemanded or another reciprocally demanded
pair. Suppose that there are nX–X type pairs.Then, they should be matched in two-way
exchanges to save 

⌊ n


⌋
of them (which is possible by assumption ).This and the above

observations imply that under a dynamically efficient matching mechanism, for any
X–X ∈ T S , at steady-state there will be either  or  X–X type pair.
Therefore, in our analysis, the existence of self-demanded types will be reflected by

four additional state variables, each of which gets values either  or .We will derive the
efficient dynamic matching mechanism by ignoring the self-demanded type pairs:

Assumption  (no self-demanded types assumption). There are no self-demanded types
available for exchange and qX–X =  for all X–X ∈ T .

• Reciprocally demanded types: By the above analysis, there are no overdemanded or
self-demanded type pairs available and there are infinitely many underdemanded
type pairs. Therefore, the state of the exchange pool can simply be denoted by the
number of A–B type pairs and B–A type pairs. By assumption , an A–B type
pair and B–A type pair are mutually compatible with each other, and they can
be matched in a two-way exchange. Moreover, by Observation , an A–B or B–A
type pair cannot save an underdemanded pair in an exchange without the help of
an overdemanded pair. Hence, the most optimal use of A–B and B–A type pairs
is being matched with each other in a two-way exchange. Therefore, under the
optimal matching mechanism, an A–B and B–A type pair will never remain in the
pool together but will be matched via a two-way exchange. By this observation, we
can simply denote the state of the exchange pool by an integer s, such that if s > ,
then s refers to the number of A–B type pairs in the exchange pool, and if s < ,
then |s| refers to the number of B–A type pairs in the exchange pool. Formally s
is the difference between the number of A–B type pairs and B–A type pairs in the
pool, and only one of these two numbers can be non-zero. Let S = Z be the state
space (i.e., the set of integers).

Markov chain representation

In this subsection, we characterize the transition from one state to another under a
dynamically optimal matching mechanism by a Markov chain given assumptions , ,
, and :
First, suppose s > , i.e. there are some A–B type pairs and no B–A type pairs.

Suppose a pair of type X–Y ∈ T becomes available. In this case, three subcases are
possible for pair i:

. X–Y ∈ T U = {O–A, O–B, O–AB, A–AB, B–AB}. By observation , in any
exchange involving an underdemanded pair, there should be an overdemanded
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pair. Since there are no overdemanded pairs available under the optimal mech-
anism, no new exchanges are feasible. Moreover, the state of the exchange pool
remains as s.

. X–Y ∈ T O = {A–O, B–O, AB–O, AB–A, AB–B}: If pair i is compatible (which
occurs with probability − pc), donor Di donates a kidney to recipient Ri, and
pair i does not arrive at the exchange pool. If pair i is incompatible (which
occurs with probability pc), pair i becomes available for exchange. Three cases are
possible:
• X–Y ∈ {A–O, AB–B}. Since s > , there are no B–A type pairs available. In
this case, there is one type of exchange feasible: a two-way exchange including
pair i, and a mutually compatible pair j of type Y–X. By assumption , such a
Y–X type pair exists. By proposition , this exchange is conducted, resulting in
two matched pairs, and the state of the pool remains as s. There is no decision
problem in this state.

• X–Y ∈ {B–O, AB–A}. Since s > , there are A–B type pairs available. There are
two types of exchanges that can be conducted: a two-way exchange and a three-
way exchange:
� By assumption , there is a mutually compatible pair j of type Y–X, and (i, j)
is a feasible two-way exchange.

� If X–Y = B–O, then, By assumption , there is an arbitrary number of O–A
type pairs. Let pair jbe anO–A type pair. Let kbe anA–B type pair in the pool.
By assumption ,

(
i, j, k

)
is a feasible three-way exchange (see Figure .).

If X–Y =AB–A, then, by assumption , there is an arbitrary number of B–AB
type pairs. Let k be a B–AB type pair. Let j be an A–B type pair in the pool.
By assumption ,

(
i, j, k

)
is a feasible three-way exchange.

Let action a refer to conducting a smaller exchange (i.e. two-way), and action
a refer to conducting a larger exchange (i.e. three-way). If action a is chosen,
two pairs are matched, and the state of the pool does not change. If action a
is chosen, then three pairs are matched, and the state of the pool decreases to
s − .

• X–Y = AB–O. Since s > , there are three types of exchanges that can be con-
ducted: a two-way exchange, a three-way exchange, or a four-way exchange:
� By assumption  and observation , for any W–Z ∈ T U , there is a mutually
compatible pair j of type W–Z for pair i. Hence,

(
i, j

)
is a feasible two-way

exchange.
� By assumption , there are pair j of type O–B and pair k of type B–AB such
that

(
i, j, k

)
is a feasible three-way exchange. Also by assumption , there are

pair g of typeO–Aandpair h of typeA–AB such that
(
g, h, i

)
is a feasible three

way-exchange (see Figure .). By assumption , there is an arbitrarily large
number of underdemanded pairs independent of the matching mechanism,
therefore, conducting either of these two three-way exchanges has the same
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effect on the future states of the pool. Hence, we will not distinguish these
two types of exchanges.

� By assumptions  and , a pair h of type B–AB, a pair j of type O–A, and
a pair k of type A–B form the four-way exchange

(
h, i, j, k

)
with pair i (see

Figure .).
Two-way and three-way exchanges do not change the state of the pool.
Therefore, conducting a three-way exchange dominates conducting a two-way
exchange. Hence, under the optimal mechanism, we rule out conducting a two-
way exchange, when anAB–O type pair arrives. Let action a refer to conducting
a smaller (i.e. three-way) exchange, and let action a refer to conducting a larger
(i.e. four-way) exchange. If action a is chosen, three pairs are matched, and the
state of the pool remains as s. If action a is chosen, four pairs are matched, and
the state of the pool decreases to s − .

. X–Y ∈ T R = {A–B, B–A}. Two cases are possible:
(a) X–Y = A–B. By observation , an A–B type pair can only be matched using a

B–A type pair or an overdemanded pair. Since there are no overdemanded and
B–A type pairs, there is no possible exchange. The state of the pool increases
to s + .

(b) X–Y = B–A. By assumption , a feasible two-way exchange can be conducted
using an A–B type pair j in the pool and pair i. This is the only feasible type
of exchange. Since matching a B–A type pair with an A–B type pair is the
most optimal use of these types of pairs, we need to conduct such a two-way
exchange and the state of the pool decreases to s − .

Note that we do not need to distinguish decisions regarding two-way versus three-
way exchanges, and three-way versus four-way exchanges.We denote all actions regard-
ing smaller exchanges by a, and all actions regarding larger exchanges by a. Since
the difference between a smaller exchange and a larger exchange is always one pair,
i.e. an A–B type pair, whenever the state of the pool dictates that a three-way exchange
is chosen instead of a two-way exchange when a B–O or AB–A type pair arrives, then it
will also dictate that a four-way exchangewill be chosen instead of a three-way exchange
when an AB–O type pair arrives.
For s < , that is, when |s| B–A type pairs are available in the exchange pool, we

observe the symmetric version of the above evolution. For s = , that is, when there are
noA–B or B–A type pairs available in the exchange pool, the evolution is somewhat sim-
pler. At state , the only state transition occurs, when anA–B type pair arrives (to state ),
or when a B–A type pair arrives (to state –). Actions involving largest exchanges for
the case s > , referred to as action a, are infeasible at state , implying that there is no
decision problem. Moreover, there are no exchanges involving A–B or B–A type pairs.
In this state, a maximum size exchange is conducted when it becomes feasible.
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The dynamically efficient multi-way matching mechanism

A (deterministic) Markov matching mechanism, φ, is a matching mechanism that
chooses the same action whenever theMarkov chain is in the same state. In our reduced
state and action problem, a Markov matching mechanism chooses either action a,
conducting the smaller exchange, or action a, conducting the largest exchange, at each
state, except state . The remaining choices of the Markov mechanism are straightfor-
ward: It chooses a maximal exchange when such an exchange becomes feasible (for
negative states by interchanging the roles of A and B blood types as outlined in the
previous subsection). Formally, φ : S → {a, a} is a Markov matching mechanism.
Next we define a class of Markov matching mechanisms. A Markov matching mech-

anism φs,s : S → {a, a} is a threshold matching mechanism, with thresholds s ≥  and
s ≤ , if

φs,s (s) =
{

a if s ≤ s ≤ s
a if s < s or s > s

.

A threshold matching mechanism conducts the largest exchanges that do not use exist-
ing A–B or B–A type pairs (“the smaller exchanges”) as long as the numbers of A–B
or B–A type pairs are not greater than the threshold numbers, s and

∣
∣s
∣
∣ respectively;

otherwise, it conducts the largest possible exchanges including the existing A–B or B–A
type pairs (“the larger exchanges”).
Our next theorem is as follows:

Theorem  (Ünver, ). Suppose assumptions , , , and  hold. There exist s∗ = 
and s∗ ≤ , or s∗ ≥  and s∗ =  such that φs∗ ,s∗ is a dynamically efficient multi-way
matching mechanism.

Thedynamically optimalmatchingmechanismuses a thresholdmechanism. It stocks
A–B or B–A type pairs, and does not use them in larger exchanges as long as the stock
of the control group is less than or equal to s∗ or

∣
∣s∗

∣
∣ , respectively. Under the optimal

matching mechanism, either the number of A–B type pairs or B–A type pairs is the
state variable, but not both. Under the first type of solution, the number of B–A type
pairs is the state variable. As long as the number of B–A type pairs in the pool is zero,
regardless of the number of A–B type pairs, when the next arrival occurs, the first type
of optimal mechanism conducts the maximal size exchanges possible. If there are B–A
type pairs and their number does not exceed the threshold number

∣∣s∗
∣∣, then these pairs

are exclusively used to match incoming A–B type pairs in two-way exchanges. On the
other hand, if the number of B–A type pairs exceeds the threshold number

∣∣s∗
∣∣, they

should be used in maximal exchanges, which can be () a two-way exchange involving
an A–B type pair if the incoming pair type is A–B, () a three-way exchange involving
A–O andO–B type pairs or A–AB andAB–B type pairs if the incoming pair type is A–O
or AB–B, respectively, and () a four-way exchange involving A–AB, AB–O, and O–B



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

market design for kidney exchange 

type pairs if the incoming pair type is AB–O. The other types of maximal exchanges
are conducted by the optimal mechanism as soon as they become feasible. The second
possible solution is the symmetric version of the above mechanism taking the number
of A–B type pairs as a state variable.
Next, we specify the optimal mechanism more precisely.

Theorem  (Ünver, ). Suppose assumptions , , , and  hold. Then,

• If qA–B ≥ qB–A, that is, A–B type arrives at least as frequently as B–A type, and
qB–O + qAB–A < qA–O + qAB–B, that is, the types that can match A–B type pairs in
larger exchanges arrive less frequently than those for the B–A type, then φ,s∗ is the
dynamically efficient multi-way matching mechanism for some s∗ ≤ .

• If qA–B = qB–A and qB–O + qAB–A = qA–O + qAB–B, then φ, is the dynamically effi-
cient multi-way matching mechanism. That is, maximal size exchanges are conducted
whenever they become feasible.

• If qA–B ≤ qB–A and qB–O + qAB–A > qA–O + qAB–B, then φs∗ , is the dynamically
efficient multi-way matching mechanism for some s∗ ≥ .

According to the arrival frequencies reported in Table ., for pairs forming between
random donors and recipients, we expect the mechanism reported in the first bullet
point to be the efficient mechanism.

Concluding remarks
....................................................................................................................................................................

We conclude our survey by surveying other topics that have attracted the attention of
researchers and practitioners alike.

Computational issues

Following Roth et al. (), one can write an integer program to solve the maximal
kidney exchange problem.
We give the explicit formulation of finding the maximal number of patients who

can benefit from two-way and up to k-way exchanges for any number k such that
|N| ≥ k ≥ .
Suppose E = (

Ri − Di , . . . ,Rik − Dik

)
denotes a k-way exchange in which pairs

i, . . . , ik participate. Let |E| be the number of transplants possible under E; hence we
have |E| = k.
Let E k be the set of feasible two-way through k-way exchanges possible among the

pairs in N. For any pair i, let E k (i) denote the set of exchanges in E k such that pair i
can participate. Let x = (xE)E∈Ek be a vector of s and s such that xE =  denotes that
exchange E is going to be conducted, and xE =  denotes that exchange E is not going to
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be conducted. Our problem of finding a maximal set of patients who will benefit from
two-way, . . . , and k-way exchanges is given by the following integer program:

max
x

∑

E∈Ek

|E| xE

subject to

xE ∈ {, } ∀E ∈ E k,
∑

E∈Ek(i)

xE ≤  ∀i ∈ N.

This problem is solved using Edmonds’ () algorithm for k =  (i.e. only for two-
way exchanges) in polynomial time. However, for k ≥  this problem is NP complete 

(see also Abraham et al., .)
We also formulate the following version of the integer programming problem, which

does not require ex ante construction of the sets E k:
Let C∗ =

[
c∗

i,j

]

i∈N ,j∈N
be a matrix of s and s such that if recipient Ri is compatible

with donor Dj we have c∗
i,j =  and if Ri is not compatible with donor Dj we have

c∗
i,j = . Let X = [

xi,j
]

i∈N ,j∈N be the assignment matrix of s and s such that xi,j = 
denotes that recipient Ri receives a kidney from donor Dj, and xi,j =  denotes that
recipient Ri does not receive a kidney from donorDj under the proposed assignmentX.
We solve the following integer program to find amaximal set of two-way, . . . , and k-way
exchanges:

max
X

∑

i∈N ,j∈N

xi,j

subject to

xi,j ∈ {, } ∀i, j ∈ N, ()

xi,j ≤ c∗
i,j ∀i, j ∈ N, ()

∑

j∈N

xi,j ≤  ∀i ∈ N, ()

∑

j∈N

xi,j =
∑

j∈N

xj,i ∀i ∈ N, ()

xi ,i + xi ,i + . . . + xik ,ik+ ≤ k −  ∀ {i, i, . . . , ik, ik+} ⊆ N. ()

A solution of this problem determines amaximal set of patients who can benefit from
two-way, . . . , and k-way exchanges for any k < |N|. A maximal set of patients who can
benefit from unrestricted exchanges is found by setting k = |N|. In this case constraint

 The observation that the mixed two- and three-way problem is NP complete was made by Kevin
Cheung and Michel Goemans (personal communication).
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 becomes redundant. This formulation is used to find the maximal set of unrestricted
multi-way exchanges.
Since the problems are NP complete for k > , there is no known algorithm that runs

in worst-case time that is polynomial in the size of the input. Simulations have shown
that for more than a certain number of pairs in the exchange pool, commercial integer
programming software programs have difficulty solving these optimization problems.
Abraham et al. () proposed a tailored integer programming algorithm designed
specifically to solve kidney large exchange problems.  This algorithm increases the
scalability of a computable problem size considerably more than commercial integer
programming software capabilities, and can solve the problemoptimally in less than two
hours at the full projected scale of the nationwide kidney exchange (, pairs). The
US national kidney exchange program, whose pilot runs started to be conducted in late
, uses this tailored algorithm, while some regional programs continue to use com-
mercial integer programming software versions of the computational implementation.

List exchange chains

Another concept that is being implemented in NEPKE is that of list exchange chains
(Roth et al., ; see also Roth et al., ). A k-way list exchange chain is similar to a
k-way paired kidney exchange, with the exception that one of the pairs in the exchange
is a virtual pair with the property that

• the donor of this pair is a priority on the deceased-donor waiting list; that
is, whomever is assigned this donor gets priority to receive the next incoming
deceased-donor kidney; and

• the recipient of this pair is the highest-priority recipient who is waiting for a kidney
on the deceased-donor waiting list.

Thus, in a list exchange chain, one recipient of a pair receives a priority to receive the next
incoming compatible deceased-donor kidney (by trading her own paired live-donor’s
kidney); and one donor of a pair in the exchange does not donate to anybody in the
exchange pool but donates to the top-priority recipient waiting for a deceased-donor
kidney (Figure .).
There are two ethical concerns regarding list exchanges in the medical community;

therefore, not all regions implement it (Ross et al., ; Ross and Woodle, ).
The first concern regards the imbalance between the blood type of the recipient at

the top of the waiting list who receives a kidney and the recipient in the exchange
pool who receives top priority on the waiting list. Because of blood-type compatibility

 There is also a recent strand of literature that deals with different computability issues under
various solution concepts for the kidney exchange problem. See e.g. Cechlárová et al. (), Biró and
Cechlárová (), Irving (), Biró and McDermid ().
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R2 D2 r wR1 D1

figure .. A three-way list exchange chain. Here r refers to the recipient on the deceased-
donor waiting list and w refers to priority on the deceased-donor waiting list.

requirements, most of the time the recipient who gets a live-donor kidney will be of an
inferior type, such as AB, A, or B, while the recipient who is sent to the top of the waiting
list will be of O blood type. Thus, this will increase the waiting time for O blood-type
patients on the waiting list.The second concern regards the inferior quality of deceased-
donor kidneys comparedwith live-donor kidneys.Manymedical doctors are not willing
to leave such a decision to patients, i.e., whether to exchange a live-donor kidney for a
deceased-donor kidney.

Altruistic donor chains

A new form of exchange is finding many applications in the field. In a year, there are
about  altruistic donors, live donors who are willing to donate one of their kidneys
to a stranger, in the US. Such donations are not regulated and traditionally have been
treated like deceased-donor donations. However, a recent paradigm suggests that an
altruistic donor can donate to a pair in the exchange pool, and in return this pair can
donate to another pair, . . . , and finally the last pair donates to the top-priority recipient
on the waiting list. This is referred to as a simultaneous altruistic donor chain (Mont-
gomery et al., ; see also Roth et al., ). Thus, instead of an altruistic donor
helping a single recipient on the waiting list, he helps k recipients in a k-way closed
altruistic donor chain. Figure . shows the example of a three-way chain.

R2 D2 r D*R1 D1

figure .. A simultaneous three-way altruistic donor chain. Here D∗ refers to the altruistic
donor and r refers to a recipient on the top of the deceased-donor waiting list.
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R2 D2 D*R1 D1

figure .. Anon-simultaneous two-way altruistic donor chain.Here,D∗ refers to the altruistic
donor, and D is the bridge donor who will act as an altruistic donor in a future altruistic donor
chain.

A newer paradigm takes this idea one step forward. Instead of the last donor immedi-
ately donating a kidney to a recipient on the waiting list, he becomes a bridge donor, that
is, he acts as an altruistic donor andmayhelp a future incoming pair to the exchange.The
problem with this approach is that the bridge donor can opt out from future donation
after his paired recipient receives a kidney. However, field experimentation suggests that
in APD no bridge donor has backed out yet in any of the six operational chains. Such an
exchange is referred to as a non-simultaneous altruistic donor chain (Roth et al., ;
Rees et al., ). Figure . shows the example of a two-way chain.
The potential impact of altruistic donor chains is quite large. For example, in APD,

twenty-two transplantations were conducted through six non-simultaneous altruistic
donor chains in ten states, all with active bridge donors (at the time this chapter was
drafted).

Exchange with compatible pairs

Currently, compatible pairs are not part of the kidney exchange paradigm, since the
recipient of the pair receives directly a kidney from her paired donor. Woodle and
Ross () proposed compatible pairs to be included in kidney exchanges, since they
will contribute to a substantial increase in the number of transplants from exchanges.
Indeed, the simulations by Roth et al. (b) show that when compatible pairs are used
in exchanges, since the pairs will likely be of overdemanded types, they will increase
the gains from exchange tremendously (also see Roth et al., ). Table . shows
the results of this simulation for efficient two-way exchange mechanisms. This table
shows the dramatic potential impact of including compatible pairs in exchange. When
list exchange is not possible for n = , about  of the pairs receive a kidney when
only incompatible pairs participate in exchange. This number increases to  when
compatible pairs also participate in exchange.
Sönmez and Ünver (b), the authors of this survey, model the two-way kid-

ney exchange problem with compatible pairs. We obtain favorable graph-theoretical
results analogous to the problem without compatible pairs (see Roth et al., a).
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Table 4.3. A Pareto-efficient two-way exchange mechanism outcome for n pairs
randomly generated using national population characteristics (including compat-
ible and incompatible pairs) when compatible pairs are in/out of exchange, when
n=25/100, when list exchanges are impossible/possible and 40% of the pairs are
willing to use this option.

Total no. of transplantsa

Compatible pairs Population size % wait-list option Own Exchange w-List

0 15.52
n = 25 % 11.56 3.96 0

40 21.03
Out of the % 11.56 5.76 3.71
exchange 0 70.53

n = 100 % 47.49 23.04 0
40 87.76
% 47.49 28.79 11.48
0 20.33

n = 25 % 1.33 19.00 0
40 23.08

In the % 1.33 19.63 2.12
exchange 0 91.15

n = 100 % 1.01 90.14 0
40 97.06
% 1.01 91.35 4.70

aOwn refers to the patients receiving their own-donor kidneys (i.e., when compatible pairs are out,
this is the number of compatible pairs generated in the population). Exchange refers to the number
of patients who receive a kidney through exchange. w-List refers to the number of patients who get
priority on the waiting list when list exchange is possible.

We show that the latter is a special case of the former general model and extend the
Gallai–Edmonds decomposition to this domain.We introduce an algorithm that finds a
Pareto-efficient matching with polynomial time and space requirements. We generalize
the most economically relevant results and the priority mechanisms to this domain.
Moreover, our results generalize to a domain that includes altruistic donors that are
incorporated through simultaneous two-way chains.

False-negative crossmatches

Detection of tissue-type incompatibility without a crossmatch test is not a perfect sci-
ence. Since this test, which involves mixing blood samples from the donor and the
recipient, is expensive to conduct between all donors and recipients, exchange pro-
grams usually rely on a different method to determine whether a donor is tissue-type
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compatible with a recipient. Using a simple antibody test, doctors determine the HLA
proteins that trigger antibodies in a recipient. Also taking into account the previous
rejection and sensitivity history of the recipient, they determine the HLA proteins that
are compatible (or incompatible) with her. Hence, the donors who have the compatible
(or incompatible) HLAs are deemed tissue-type compatible (or incompatible) with
the recipient. However, this test has a flaw: the false-negative crossmatch (false tissue-
type compatibility) rate is sometimes high. As a result, some exchanges found by the
matching mechanism do not go through. Such cases affect the whole match, since
different outcomes could have been found if these incompatibilities had been taken
into account. Kidney large exchange programs with an extended history can partially
avoid this problem, since many actual crossmatch tests have already been conducted
between many donors and recipients over the years. They can simply use the data in
matching instead of the simple test results. Morrill () introduces a mechanism
for the two-way matching problem (the roommates problem) to find a Pareto-efficient
matching starting from a Pareto-inefficient matching. His model’s preference domain is
strict preferences. An application of this mechanism is as follows: after a set of kidney
exchanges are fixed, if some of these fail to go through for some reason, we can use
Morrill’s mechanism to find a matching that Pareto dominates the initial one. This
mechanism has a novel polynomial time algorithm that synthesizes the intuition from
Gale’s top trading cycles algorithm (used to find the core for strict preferences with
unrestricted multi-way exchanges) with Edmonds’ algorithm (used to find a Pareto-
efficient matching for – preferences with two-way exchanges).

Transplant center incentives

Transplant centers decide voluntarily whether to participate in a larger exchange pro-
gram, such as the APD or the national program. Moreover, if they do, they are free to
determine which recipients of their center will be matched through the larger program.
Thus, centers can strategically decide which of their patients will be matched through
the larger program. If centers care about maximizing the number of recipients to be
matched through exchanges, the following result shows that no efficient mechanism is
immune to manipulation:

Theorem  (Roth et al., c). Even if there is no tissue-type incompatibility between
recipients and donors of different pairs, there exists no Pareto-efficient mechanism where
full participation is always a dominant strategy for each transplant center.

The proof is through an example: There are two transplant centers, A,B, three pairs,
a, a, a ∈ IA, in center A, and four pairs, b, b, b, b ∈ IB, in center B. Suppose that
the list of feasible exchanges are as follows: (a, a), (a, b), (a, b), (a, b), (b, b),
(b, b). Figure . shows all feasible exchanges among the pairs.
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Center A

Center B

a1 a2

b2 b3

a3

b4b1

figure .. All feasible exchanges between three pairs six at two centers.

In all Pareto efficient matchings, six pairs receive transplants (an example is
{(a, b) , (a, b) , (b, b)}). Since there are seven pairs, one of the pairs remains
unmatched under any Pareto-efficientmatching. Let φ be a Pareto-efficientmechanism.
Since φ chooses a Pareto-efficient matching, there is a single pair that does not receive
a transplant. This pair is either in center A or in center B.

• The pair that does not receive a transplant is in center A. In this case, if center
A does not submit pairs a and a to the centralized match, and instead matches
them internally to each other, then there is a single multi-center Pareto-efficient
matching {(a, b), (b, b)}, and φ chooses this matching. As a result, center A
succeeds in matching all three of its pairs.

• The pair that does not receive a transplant is in center B. In this case, if center
B does not submit pairs b and b to the centralized match, and instead matches
them internally to each other, then there is a single multi-center Pareto-efficient
matching {(a, b) , (a, b)}, and φ chooses this matching. As a result, center B
succeeds in matching all four of its pairs.

In either case, we showed that there is a center that can successfully manipulate the
Pareto-efficient multi-center matching mechanism φ.
Future research in this area involves finding mechanisms that have good incentive

and efficiency properties for centers, using different solution and modeling concepts. A
recent example of this line of research is by Ashlagi and Roth (), who investigate
the participation problem using computer science techniques for large populations.
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school choice
...........................................................................................................

atila abdulkadirolu

Introduction
....................................................................................................................................................................

Good public schools are scarce, and admissions to those will always matter. Public
schools are free of charge and admissions in many districts have been defined by
location of schools and the home addresses of pupils. As traditional neighborhood-
based assignment has led to the segregation of neighborhoods along socioeconomic
lines, recent decades have witnessed a surge in programs that offer parental choice over
public schools, expanding families’ access to schools beyond their residential area. In
fact the origins of school choice in the United States can be traced back to Brown v.
Board of Education, . Boston’s renowned controlled choice program evolved out
of a  ruling that enforced desegregation of Boston public schools. Today, there are
other reasons for public-school choice; school districts have been increasingly leaving
the one-size-fits-all model of schooling and developing alternative curricula to better
meet educational needs of a highly heterogenous student population. As districts offer
more options for parents and students, choice and therefore student assignment become
an integral part of enrollment planning.
Since the introduction of this problem by Abdulkadiroğlu and Sönmez (),
economists have found great opportunity to study and design student assignment sys-
tems around the US. Most notable of these are the redesign of the student assignment
systems in Boston and New York City. The former was initiated by a Boston Globe
article on Abdulkadiroğlu and Sönmez (),  which described flaws with the student
assignment in Boston at the time. The latter was initiated independently when, being
aware of his pioneering work on market design in the entry-level labor markets (Roth,
; Roth and Peranson, ), the New York City Department of Education (NYC
DOE) contacted Alvin E. Roth to inquire about the possibility of adopting a system

 See “School assignment flaws detailed” by Cook ().
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like the National Residency Matching Program for their high-school admissions. The
school choice problem and its market design applications have fostered a new line of
research in mechanism design theory. The goal of this survey is to summarize recent
developments in the field and in mechanism design theory.
We divide the survey into two parts. The next section discusses the school choice
problem, and the issues in the canonical model of Abdulkadiroğlu and Sönmez ().
It also gives a brief discussion to various student assignment mechanisms. The section
is intended for the general audience and practitioners in the field. The remainder of the
survey expands on the developments.

The school choice problem
....................................................................................................................................................................

A school choice problem (Abdulkadiroğlu and Sönmez, ) consists of a finite set of
students and a finite set of schools with finitely many seats available for enrollment.
In this section, we will refer to students by a, b, c, d, and schools by s, s, s and s.
Students have preferences over schools. We represent a student’s preferences as a linear
order of schools to which she prefers to be assigned rather than accept her outside
option. For example, a : s − s − s means that student a prefers school s to school
s and school s to school s; she prefers her outside option to being assigned any other
school. Her outside option is not specified in the model; it may be a private school or
home schooling, or some other option. We assume that students form their preferences
based on exogenous school characteristics, such as curricula, extra-curricular activities,
distance to home, average test scores, and graduation rates in the past years. This rules
out, for example, conditioning one’s preferences on the composition of the incoming
class.
Admissions to schools are usually regulated via assignment priorities. For instance,
for most schools in Boston, for half of the seats at the school, the students are priority
ordered as follows:

. students who are guaranteed a space at the school by virtue of already attending
that school or a feeder school (guaranteed priority);

. students who have a sibling at the school and live in the walk zone of the school
(sibling–walk priority);

. students who have a sibling at the school (but who do not live in the walk zone of
the school) (sibling priority);

 The National Resident Matching Program is a United States-based non-profit non-governmental
organization created in  to help match medical school students with residency programs in the US.
 The focus of this survey is limited to school choice. Therefore it may miss many important
references in matching theory. Naturally, it may also be biased toward my own work on the topic and
my experience in the field. For another recent survey on school choice, see Pathak ().
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. students who live in the walk zone of the school (but who do not have a sibling at
the school) (walk zone priority); and

. other students in the zone.

A random lottery number for each student breaks ties in each category (random tie-
breaker). For the other half of the seats, walk zone priorities do not apply, and students
are priority ordered based on guaranteed and sibling priority, and the random tie-
breaker (Abdulkadiroğlu and Sönmez, ; Abdulkadiroğlu et al., ).
Such priority structure may reflect a district’s policy choice. Neighborhood priority
may be granted to promote involvement of neighborhood parents in school activities;
sibling priority may be adopted to reduce transportation and organizational costs for
parents, and to promote spillover benefits of siblings attending the same school. Pri-
orities may be determined differently at different schools. In fact, the priority list of
a school may even reflect preferences of the school staff over students. For instance,
some high schools in New York City can access students’ academic records and rank
students in a preference order.Whenpriorities are determined by some exogenous rules,
such as in Boston, we say that the market is one-sided.When priorities at some schools
reflect preferences of the school staff, as in New York City, we say that the market is
two-sided.
Regardless of its resource, we represent the priority list at a school as a linear order of
all the students that are eligible for enrollment at that school. For example, s : b − a − c
means that student b has the highest priority at school s, a has the next highest priority
and c has the lowest priority; student d is not eligible for enrollment at that school. The
number of available seats at schools completes the model.
A matching of students and schools determines the assignment of each student.
Hereafter, we use matching, assignment, and enrollment interchangeably. Each student
is matched with at most one school or remains unmatched. A school can be matched
with students up to its capacity. We will utilize examples of the following type in our
discussions:

Example . There are three students {a, b, c}, and three schools {s, s, s}, each with one
seat. Student preferences and school priorities are given as follows:

a : s − s − s
b : s − s − s
c : s − s − s

and

s : a − c − b

s : b − a − c

s : b − a − c

We will denote a matching that assigns a to s, b to s and leaves c unmatched as

m =
(

a b c
s s −

)
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Issues and policy goals

What are the goals of a successful choice plan? Are these policy goals compatible with
each other? What are the trade-offs and how should one compromise? These questions
are closely related to the design of student assignment mechanisms. The education
literature provides guidance for the design of assignment mechanisms but does not
offer a specific one. Also, flaws in the existing school choice plans result in difficult and
stressful decision making for parents, gaming and behind-closed-doors strategies by
savvy parents, as well as appeals in theUS courts by unsatisfied parents (Abdulkadiroğlu
and Sönmez, ).
Economists’ approach to such allocation problems is to translate the relevant policy
goals into normative theoretical criteria, and look for solutions that meet these criteria,
and if no such solution exists, then find one with optimal compromise. The following
notions emerge naturally in the context of school choice.

Feasibility
Overcrowding at schools is controlled by school capacities. A matching is deemed
feasible in our model if enrollment at each school does not exceed the school capacity
and only eligible students are enrolled at every school.

Individual rationality
If a student is assigned a school that is not in her choice list, onemay expect her family to
opt out for its outside option, which may be a private school, home schooling, or some
other option. A matching is individually rational if it matches every student only with
schools in her choice list, and leaves her unassigned otherwise. Hereafter we consider
only feasible and individually rational matchings.

Efficiency
Perhaps the most obvious desideratum that guides a design is that the match process
should promote student welfare to the greatest extent possible; that is, it should be
efficient for students.We say that a matchingwastes a seat at school s if there remains an
empty seat at s and an eligible student prefers s to her match. In example ,m wastes a
seat at s because student c is unassigned, a seat at s remains available and c prefers s
to being unassigned. The matching

m =
(

a b c
s s s

)

improves c’s welfare without harming other students. Identifying and remedying such
wastefulness is relatively easy. A more subtle wastefulness occurs in the assignment of a
and b. Notice that both a and b are assigned their second choices. They become better
off if they swap their assignments. In other words, in comparison tom, the matching



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 atila abdulkadirolu

m =
(

a b c
s s s

)

improves a and b’s welfare without harming c. We say that a matching Pareto dominates
anothermatching if the former improves some student’s welfare without harming others
in comparison to the latter. In our example, m Pareto dominates m, which Pareto
dominates m. We say that a matching is Pareto efficient or simply efficient if it is not
Pareto dominated by another matching. In particular, m is efficient in our example;
both a and b are assigned their first choices, and c cannot be assigned a better choice
without harming a or b’s assignments.
Note that the following matchings are also efficient:

m =
(

a b c
s s s

)
, m =

(
a b c
s s s

)

Respecting or violating priorities in assignment
An integral input to our model is school priorities. Districts utilize priorities to ration
seats when schools are oversubscribed. How priorities restrict assignment is a matter of
policy choice.
In their weakest form, priorities simply determine eligibility. If a student is eligible for
an empty seat at a school and she prefers it to hermatch, onemight expect her parents to
file an appeal to the district.Therefore, a wastefulmatching is not desirable from a policy
standpoint. However, if determining eligibility were the only role priorities are supposed
to play, an unordered list of eligible students would be sufficient. To give priorities a
broader role in rationing seats in assignment, we say that a matching violates a student’s
priority at school s if the student ranks s higher than her assigned school and has higher
priority at s than some other student who is assigned s. We say that a matching is stable
if it does not violate priorities and elves not waste any seat.
In the elaboration of example ,m violates c’s priority at s, because c prefers s to her
assigned school s and she has higher priority at s than b, who is assigned s.Therefore it
is not stable. In factm is the only stable matching in this example. Note that students a
and b get their second choices, atm, and would have been better off had they swapped
their matchings. In that case c’s priority at s would have been violated. This is the first
trade-off we encounter: stability comes at the cost of student welfare. A stable matching
need not be efficient, and an efficient matching need not be stable.
As example  demonstrates, there may be multiple stable matchings:

Example . There are three students {a, b, c} and three schools {s, s, s}, each with one
seat. Student preferences and school priorities are given as follows:

a : s − s − s
b : s − s − s
c : s − s − s

and
s : a − b − c
s : b − a − c
s : b − a − c
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We have only changed the priorities at s from example . Now there are two stable
matchings:

n =
(

a b c
s s s

)
, n =

(
a b c
s s s

)

n would not be stable for example , because c’s priority at s would be violated. In this
example, c has the lowest priority at every school, so her priority is not violated by n.

We say that a stable matching is student-optimal stable if it is not Pareto dominated
by any other stable matchings. In example , n is Pareto dominated by n since it
assigns a and b to their higher choices without changing c’s assignment. n is not Pareto
dominated by any stable matching, so it is student-optimal stable.
So far we have talked only about student welfare.The preferences of schools in a two-
sided market may also matter. For example, if the priorities reflect school preferences
in Example , then n no longer Pareto dominates n, because while n assigns a and b
better, it matches both s and s with their less preferred students. We cannot improve
any student’s assignment in n without harming the assignment of another student
or school. In other words, n is efficient when priorities reflect school preferences. In
general, stability implies efficiency in such two-sided markets.
School preferences may stem from different comparative advantages. For example,
different EdOpt schools in New York City seem to have different preferences even for
students with low reading scores, with some schools preferring higher scores, and others
preferring students who had good attendance. Evenwhen student welfare is the primary
concern in such two-sided markets, allowing scope for school preferences via stability
may be desirable to utilize such comparative advantages (Abdulkadiroğlu et al., ).
Whether or not it is acceptable for priorities to be violated is determined by the
circumstances of the specific problem. For instance, during the redesign of student
assignment in Boston, violating priorities was initially favored in order to promote
student welfare. Boston public schools (BPS) decided to respect priorities in the final
design. We will discuss these issues in more details later.

Incentives to game the system
If student preferences were known a priori, it would be easy for a district to meet the
goal of efficiency or student-optimal stability. However, preference data we unknown to
the admissions office. Eliciting that information truthfully during application is not a
trivial task. Indeed, student assignment systems in most school choice programs force
parents to submit a choice list that is different than their true preference list. We will see
a prevalent example later.
A student assignment system, or simply a mechanism, determines the matching of
students with schools for every profile of preferences, priorities, and school capacities.
Since an assignmentmechanism responds to student preferences, a student can presum-
ably affect her assignment by changing the list of schools she submits in her application
form. We say that an assignment mechanism is strategy-proof (for students) if listing
schools in true preference order in the application form is optimal for every student,
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regardless of the priority structure and other students’ applications. In other words, a
strategy proof assignment system ensures that a student gets her best assignment—not
necessarily her first choice—under every circumstance by filling in her true preference
list. We can define strategy proofness for schools in a similar manner in two-sided
markets, in which schools also rank students in preference order.
Strategy proofness has at least three policy advantages. First, it simplifies the decision-
making process for parents by making truthful listing of preferences a best strategy.
Under a strategy-proof mechanism, parents may focus solely on determining schools
that would best fit their children’s educational needs; they do not need to navigate the
system via preference manipulation in their application form; indeed, doing so may
even harm them. This also allows school districts to give straightforward advice on
filling in application forms. Second, someparentsmay lack the information or the ability
required to navigate a system that is prone to gaming. By removing the need for gaming,
a strategy-proof mechanism levels the playing field among parents. Finally, a strategy-
proof mechanism provides reliable demand data for districts, which can play a crucial
role in enrollment planning.
When priorities reflect school preferences, if there is a student–school pair that prefer
each other to their match, the school has an incentive to circumvent the match to enroll
the students it prefers. Stability eliminates such circumstances. Therefore, stability also
offers scope for eliminating gaming of the system by schools.
Armedwith these notions, next wewill discuss and compare three prominent student
assignment mechanisms.

Three student assignment mechanisms

Oneway to think about these design concerns is that Pareto efficiency for the students is
the primary welfare goal, and strategy proofness in the elicitation of student preferences
is an incentive constraint that has to be met. Moreover, stability of the matching may
enter as a policy choice when priorities reflect district policies, or as an incentive con-
straint in two-sided markets in which priorities reflect school preferences. Mechanisms
can be evaluated and formulated from this “mechanism design” perspective.

The Boston mechanism
Probably the most prevalent student assignment mechanism is the so-called Boston
mechanism, developed in Cambridge in the s. The Boston mechanism tries to
assign as many students as possible to their first choices, assigning higher-priority
students to overdemanded schools; and only after first choice assignments are made,
it considers unassigned students at their second choices in the same fashion, and so on.
That is, given student preferences and school priorities, the matching is determined by
the following algorithm:

• Step . For each school, consider the students who have listed it as their first choice
in the application form. Assign seats of the school to these students one at a time
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in the order of priority at that school until either there are no seats left or there is
no student left who has listed it as her first choice.
In general, in step kth: Consider only the kth choices of the students who are not
assigned in an earlier step. For each school with seats still available, assign the
remaining seats to the students who have listed it as their kth choice in the order of
priority until either there are no seats left or there is no student left who has listed
it as her kth choice.

The algorithm terminates when no more students are assigned. Let us apply this in
example . In the first step, student a is considered for and assigned s; b and c are
considered for s; since there is only one seat and c has higher priority, c is assigned s. b
remains unassigned. Since there is no seat available at s, b is not considered for s in the
second step. She is considered for and assigned s in the third step, and the algorithm
terminates. The Boston matching is:

mBoston =
(

a b c
s s s

)

Notice that b is assigned her third choice even though she has the highest priority at her
second choice, s. Therefore the Boston mechanism is not stable. Moreover, by ranking
s as second choice, b loses her priority to a, who ranks s as first choice. If she instead
ranked s as her first choice, she would have been assigned s, which she prefers to s.
That is, the Bostonmechanism is not strategy proof, and a student can improve her odds
of getting into a school by ranking it higher in her application. Indeed, the BPS school
guide (, p. ) explicitly advised parents to follow that strategywhen submitting their
preferences (quotes in original):

For a better chance of your “first choice” school . . . consider choosing less popu-
lar schools. Ask Family Resource Center staff for information on “underchosen”
schools.

The feature that one may gain from manipulating her choice list in the Boston
mechanism is also recognized by parents in Boston and elsewhere. Indeed the West
Zone Parent Group (WZPG), a parent group in Boston, recommends strategies to take
advantage of the mechanism:

One school choice strategy is to find a school you like that is undersubscribed and
put it as a top choice, OR, find a school that you like that is popular and put it as a
first choice and find a school that is less popular for a “safe” second choice.

Efficient transfer mechanism
The efficient transfer mechanism (ETM), proposed by Abdulkadiroğlu and Sönmez
(), lines up students at schools with respect to their priorities. It tentatively assigns

 For more references to anectodal evidence see Abdulkadiroğlu and Sönmez (), Ergin and
Sönmez (), and Abdulkadiroğlu et al. ().
 ETM is known as the top trading cycles mechanism (TTC) in the literature. “Efficient transfers”
reflect the nature of the algorithm equally well, if not better than “top trading cycles.” In our experience
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one empty seat at a time to highest-priority student. If a student is happy with her
assignment, she keeps it. Otherwise, ETM looks for welfare-enhancing transfers among
those students. Once such transfers are exhausted, it continues in the same fashion by
assigning seats to the next-highest-priority student. In slightly different butmore formal
language, given student preferences and school priorities, the matching is determined
by the following algorithm:

• Step . Every school points to its highest-priority student; every student points to
hermost preferred school. A transfer cycle is an ordered list of schools and students
(school –student –school –. . .–school k–student k), with school  pointing to
student , student  to school , . . ., school k to student k, and student k pointing to
school . All the cycles are found. Every student in a cycle is assigned a seat at the
school she points to and is removed; the number of seats at that school is decreased
by one.
In general, in step k. Every school with seats still available points to its highest-
priority student; every student points to her most preferred school with seats still
available. All the cycles are found. Every student in a cycle is assigned a seat at the
school she points to and is removed; the number of seats at that school is decreased
by one.

The algorithm terminates when no more students are assigned. Applying this in
example , s points to a, both s, and s point to b; a points to s, and b and c both
point to s. (s, a, s, b) form a cycle, a is assigned s, b is assigned s, they are removed,
there are no more available seats at s and s. In the second step, only s has an available
seat; s points to c, the highest-priority student among remaining students, and c points
back to s, her most preferred school among all with seats still available; (s, c) forms a
cycle, c is assigned s. Note that the ETMmatching

mETM =
(

a b c
s s s

)

is efficient. In fact, ETM is a strategy-proof and efficient mechanism (Abdulkadiroğlu
and Sönmez, ). However, m violates c’s priority at s, so ETM does not guarantee
stability.

The student optimal stable matching mechanism
Gale–Shapley’s student-optimal stable matching mechanism (SOSM) operates like the
Boston mechanism (Gale and Shapley, ). However, a student does not lose her
priority at a school to students who rank it higher in their choice lists. To achieve this,
SOSMmakes tentative assignments and reconsiders them at every step. Formally, given

in the field, parents tend to have a dislike for the word “trade,” complicating an objective discussion of
the mechanisms for policy makers. Therefore we will refer to the mechanism as the efficient transfer
mechanism.
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student preferences and school priorities, the matching is determined by the following
algorithm:

• Step . Each students applies to her first choice. Each school tentatively assigns its
seats to its applicants one at a time in their priority order until capacity is reached.
Any remaining applicants are rejected.
In general, in step k. Each student who was rejected in the previous step applies
to her next best choice, if one remains. Each school considers the set consisting of
the students it has been holding from previous steps and its new applicants, and
tentatively assigns its seats to these students one at a time in priority order. Any
students in the set remaining after all the seats are filled are rejected.

The algorithm terminates when nomore students are assigned, then tentative assign-
ments are finalized. Let us find the SOSM matching in example . In the first step,
student a applies to and is tentatively assigned s; b and c apply to s; since there is
only one seat and c has higher priority, c is tentatively assigned s. b is rejected. Then b
applies to s, which considers b along with a. Since b has a higher priority, b is tentatively
assigned s, and a is rejected. Then a applies to s, which considers a along with c. a is
tentatively assigned, and c is rejected. Then c applies to and is rejected by s, and finally
she applies to and is tentatively assigned s. Since no more students are assigned, the
tentative assignments are finalized, and the SOSM produces

mSOSM =
(

a b c
s s s

)

In contrast with the Boston algorithm, SOSM assigns seats only tentatively at each
step, and students with higher priorities may be considered in subsequent steps. That
feature guarantees that SOSM is stable in the sense that there is no student who loses a
seat to a lower-priority student and receives a less-preferred assignment. More impor-
tantly, all students prefer their SOSM outcome to any other stable matching (Gale and
Shapley, ), and SOSM is strategy proof (Dubins and Freedman, ; Roth, b).
When priorities reflect school preferences, stability eliminates the need for schools to
circumvent the match to enroll the students they would prefer. However, in general,
there is no stable matching mechanism, student optimal or not, that is strategy proof
for schools in two-sided markets (Roth, ).

Comparison of the mechanisms

The Boston mechanism is not stable. Notice that b’s priority at s is violated at mBoston.
On the other hand, it is not possible to improve the assignment of a student who gets
her first choice at the Boston matching, since she is already getting her first choice.
Consider a student who gets his second choice. His first choice is filled with students
who rank it as first choice. Therefore, it is not possible to assign him his first choice
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Table 5.1. Properties of the mechanisms

Boston ETM SOSM

Strategy proof No Yes Yes
Efficient No Yes No
Stable No No Yes
Student-optimal stable No No Yes

without assigning another student at that school lower in her choice list. In general, a
student cannot be assigned better than her Boston matching without harming another
student’s assignment. That is, the Boston mechanism is efficient with respect to the
submitted preferences.
However, the Boston mechanism is not strategy proof. As a result, parents are forced
to play a complicated game of navigating the system through preference manipulation
during applications.Therefore a more important question from a policy point of view is
whether the outcome resulting from this strategic interaction will be efficient or stable
with respect to true preferences. When every parent has access to full information,
and therefore knows the true preferences of other parents, and the priority orderings
at schools, and this is common knowledge among parents, the outcome of the Boston
mechanism that emerges fromparents’ strategic interaction is stable with respect to the
true preference profile, even though some parents manipulate their preferences (Ergin
and Sönmez, ). This implies that SOSM is preferred to the Boston mechanism
by students in such full-information environments, since SOSM produces the stable
matching that students prefer to any other stable matching. Furthermore, it is easy to
find examples of the failure of stability and efficiency with the Boston mechanism when
that assumption is violated.

Both ETM and SOSM are strategy proof. ETM is efficient but not stable; SOSM is not
efficient but it is student-optimal stable. We summarize these results in Table ..
Note that the ETM outcome Pareto dominates the SOSM outcome in Example .
However, despite its superior efficiency property, the ETM outcome is not always better
for every student:

Example . There are three students {a, b, c} and three schools {s, s, s}, each with one
seat. Student preferences and school priorities are given as follows:

a : s − s − s
b : s − s − s
c : s − s − s

and
s : a − c − b
s : b − a − c
s : b − a − c

 Formally, we are referring to a Nash equilibrium outcome of the complete information game
induced by the Boston mechanism.
 Ergin and Sönmez () provide an example with informational asymmetry among parents, in
which the resulting outcome of the Boston mechanism fails to be stable with respect to the true
preferences. Failure of efficiency is apparent even in the full-information game, since a full-information
equilibrium is stable, and stability does not imply efficiency.
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The SOSM outcome is

nSOSM =
(

a b c
s s s

)

and the ETM outcome is

nETM =
(

a b c
s s s

)

Student c prefers nSOSM and b prefers nETM .

As noted, SOSM and ETM simplify the task of advising parents in filing applications.
All an official needs to recommend to parents is that they identify the best-fit schools
for their child, and rank them in the order of their preferences.
A second concern for school districts is to explain the match to parents whose
children are not assigned one of their higher choices. The outcome of SOSM is easily
justified. If a student does not get into, say, her first choice under SOSM, it is because
every student that is enrolled in her first choice has higher priority than she does. The
outcome of the ETM can be justified in a similar fashion. Whereas SOSM tentatively
assigns seats to applicants in the order of their preferences, ETM tentatively assigns seats
to students in the order of school priorities. Therefore, each seat is associated with the
priority of the student that it is initially assigned. If a student does not get into her first
choice under ETM, it is because every seat at her first choice was initially assigned to a
student with higher priority than hers. Furthermore, she could not be transferred to her
first choice because she did not have high enough priority at other schools to qualify for
such a transfer.
We discuss these mechanisms in further detail later. For now, a brief discussion of
mechanism choices in Boston and New York City will illuminate the interplay between
theory and the design.

Market design at work
....................................................................................................................................................................

The differences in the initiation of the redesign efforts and the decision-making pro-
cesses in Boston and New York City (NYC) illuminate the contrasting features and
challenges in both markets.
School choice in Boston has been partly shaped by desegregation. In , Judge W.
ArthurGarrity ordered busing for racial balance. In , theUSCourt of Appeals freed
BPS to adopt a new, choice-based assignment plan with racial preferences. In , BPS
eliminated racial preferences in assignment. Despite its poor incentive properties, the
Boston mechanism continued to clear the market for public-school choice until .
Although the gaming aspect of the mechanism had apparently been known in certain
Boston parent circles, it was brought to light by Abdulkadiroğlu and Sönmez ().
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A public debate initiated by a Boston Globe piece on the article led to the redesign of the
system. In December , the Boston School Committee initiated an evaluation of all
aspects of student assignment, which yielded a task-force reportwith a recommendation
of adopting ETM. After intensive discussions, public meetings organized by BPS, and
analysis of the existing school choice system and the behavior it elicited, in July ,
the Boston School Committee voted to replace the existing school choice mechanism
with SOSM. It is the first time that “strategy-proofness,” a central concept in the game
theory literature on mechanism design, has been adopted as a public policy concern
related to transparency, fairness, and equal access to public facilities (Abdulkadiroğlu
et al., b).
In contrast, the NYC was failing to assign more than , of the approximately
, incoming high-school students to a school of their choice, yielding public
outcry during the assignment period every March. The NYC DOE was aware of the
matching process for American physicians, the National Resident Matching Program
(Roth, ). They contacted Alvin E. Roth in the fall of  to inquire if it could be
appropriately adapted to the city’s schools. After an intense sequence of meetings with
economists, the NYC DOE adopted a new system by January  (Abdulkadiroğlu
et al., a). In this respect, “Boston was like a patient with high blood pressure, a
potentially deadly disease that has no easily visible symptoms”; the NYC high-school
admission process was like “a patient with a heart attack, where the best treatmentmight
not be obvious, but there was little dispute that treatment was needed” (Abdulkadiroğlu
et al., ).
Two features of the NYC high-school choice favored SOSM over ETM. The first
was that schools withheld capacity to match with students they preferred. The fact
that school administrators gamed the system indicated they were strategic players.
Stable assignments eliminate part of the incentives for gaming the system. Further-
more, empirical observations suggest that centralized matching mechanisms in two-
sided markets are most often successful if they produce stable matchings (Roth, ).
Second, principals of EdOpt schools can express preferences over students. Discussions
indicated that principals of different EdOpt schools had different preferences even for
students with low reading scores, with some schools preferring higher scores, and others
preferring students who had good attendance. If schools have different comparative
advantages, allowing scope for their preferences seemed sensible.
The performance of the mechanisms also differs across markets. SOSM generates
greater efficiency loss in NYC, whereas it is almost efficient in Boston. We will compare
the two mechanisms in more detail later.
A special form of ETM is utilized in the supplementary round of the NYC high-
school match. The Louisiana Recovery School District adopted ETM in . Also,

 See Goodnough ().
 The supplementary round is designed to match students who have not been matched in the main
round of the process. Those students fill out a new application form on which they rank from the list of
schools that still have seats available at the end of the main round. Due to the time constraint, priority
information is no longer collected from schools in that round. Instead, students are ordered randomly,
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after consulting with economists,  the San Francisco Board of Education unanimously
approved a new system based on ETM in March . 

As in any market design exercise, choice programs offered by school districts may
involve distinctive features that are not captured by the basic model. Next we discuss
some of those features brought to light by applications and the developments in the
literature led by them.

Extensions
....................................................................................................................................................................

For the sake of completeness, we provide the formal definitions in mathematical nota-
tion in this section. A (school choice) problem consists of

• a finite set of students I,
• a finite set of schools S,
• school capacities q = (qs)s∈S, where qs is the number of available seats at school

s ∈ S,
• a profile of student preferences P = (Pi)i∈I ,
• and a profile of school priorities�= (�s)s∈S.

Each student i ∈ I has a strict preference relation Pi over schools and her outside
option o.  sPis′ means i prefers s to s′. Let Ri denote the weak preference relation
induced by Pi, that is, sRis′ if and only if sPis′ or s = s′. A school s is acceptable for i
if i prefers s to her outside option.
Each school s ∈ S has a weak priority relation �s over I ∪ {∅}, where ∅ represents
leaving a seat empty.  A student i is eligible for school s if i �s ∅. A student i is either
eligible for school s or not, that is, either i �s ∅ or∅ �s i for all i, s.
Amatching of students to schools is a set valued function μ : I ∪ S ⇒ I∪S such that

• μ(i) ⊂ S ∪ {o} , |μ(i)| =  for all i ∈ I,
• μ(s) ⊂ I, |μ(s)| ≤ qs for all s ∈ S, and
• s ∈ μ(i) if and only if i ∈ μ(s) for all i ∈ I and s ∈ S.

and are matched one by one in that order with their most preferred school that still has available seats.
This mechanism is a special form of ETM; therefore it is strategy proof and efficient.
 Clayton Featherstone, Muriel Niederle, Parag Pathak, Alvin Roth and I teamed up to assist the San
Francisco Unified School District (SFUSD) in the redesign. Featherstone and Niederle lead the
discussions with SFUSD.
 The SFUSD decided to develop the matching software on their own, without consulting us any
further. Their decision was due to concerns about sharing confidential data for monitoring the effects of
the new system.
 Formally, Pi is a complete, irreflexive, and transitive binary relation over S ∪ {o}.
 When�s represents the preferences of s over students, we extend�s over subsets of I as follows:
each�s is responsive (to its restriction on I ∪ {∅}). That is, for every I′ ⊂ I and i, j ∈ I\I′, (i)
I′ ∪ {i} �s I′ if and only if {i} �s ∅, and (ii) I′ ∪ {i} �s I′ ∪ {j} if and only if {i} �s {j} (Roth, ).
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That is, a student is matched with a school or her outside option, the number of students
matchedwith a school cannot exceed its capacity, and a student ismatchedwith a school
if and only if the school is alsomatchedwith the student.Wewill equivalently useμ(i) =
s for s ∈ μ(i).
Given (�S, PI),μ violates i’s priority at s if i prefers s to hermatch and another student
with lower priority is matched with s, that is, sPiμ(i) and there is a student j ∈ μ(s) such
that i �s j. 

In the one-sidedmatching models of school choice, priorities can be violated to pro-
mote student welfare. In contrast, the two-sidedmatching models do not allow priority
violations at any school. To provide a unified treatment (Abdulkadiroğlu, ), in
addition to the standardmodel, we say that a school has a strict priority policy if priorities
may not be violated at the school, and has a flexible priority policy otherwise. If the
priority list of a school reflects its preferences, one may assume the school has a strict
priority policy.We assume that S is partitioned into Sstrict, the set of schools with a strict
priority policy, and Sflexible, the set of schools with a flexible priority policy. Formally,
S = Sstrict ∪ Sflexible, and Sstrict ∩ Sflexible = ∅.
Next we define the policy-relevant mathematical properties, or axioms, that a match-
ing may possess.
A matching μ is feasible if every student that is matched with a school is eligible
for that school. We restrict our attention to feasible matchings only. A matching μ is
individually rational if every student weakly prefers her match to her outside option.
To simplify the exposition, we assume that a student can rank a school only if she is
eligible for that school, that is, if s �i o then i �s ∅. Then individual rationality implies
feasibility.
In our unified model, a priority violation at school s is a cause of concern only if s has
a strict priority policy. Accordingly, a matching μ is pseudo-stable if it is individually
rational and it does not violate priorities at any school with a strict priority policy, that
is, there is no i ∈ I, s ∈ Sstrict and j ∈ μ(s) such that sPiμ(i) and i �s j.Thenullmatching
that matches every student to her outside option is trivially pseudo-stable.
A matching μ wastes a seat at s if |μ(s)| < qs and there is a student who is eligible
for s and prefers it to her match (Balinski and Sönmez, ); that is, there exists i ∈ I
such that i �s ∅ and sPiμ(i).  A matching μ is stable if it is pseudo-stable and it does
not waste any seat. Although the null matching is trivially pseudo-stable, it wastes all
the seats so it is not stable.
A matching μ Pareto dominates another matching ν if every student weakly prefers
herμ-match to her v-match and some strictly, i.e.μ(i)Riν(i) for all i ∈ I andμ(i)Piν(i)
for some i ∈ I. A matching is Pareto efficient if it is not Pareto dominated by another

 In the standard two-sided matching literature, such an (i, s) pair is said to block μ, and it is referred
as a blocking pair. Alternately, Balinski and Sönmez () refer to it as envy, by i at s. The naming of
violating priorities is due to Ergin ().
 Such a pair is also refered to as a blocking pair in the two-sided matching literature. The renaming
of it as wastefulness is due to Balinski and Sönmez ().
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matching. A matching is student optimal stable if it is stable and not Pareto dominated
by another pseudo-stable matching.
Our unified model reduces to the standard two-sided matching model when

S = Sstrict , that is, every school has a strict priority policy. It reduces to the standard
one-sided matching model of school choice when S = Sflexible, that is, every school has
a flexible priority policy. In that case, everymatching is pseudo-stable and every student-
optimal stable matching is Pareto efficient. In other words, Pareto efficiency becomes a
special case of our notion of student-optimal stable matching when priority violations
are allowed at all schools.
A student admissions procedure is defined as amechanism. A (deterministic)mecha-

nism selects a matching for every problem.The definitions for matching trivially extend
to a mechanism. For example, a mechanism is stable if it selects a stable matching for
every problem. Suppressing school priorities, let ϕ(P) denote thematching selected by a
mechanism ϕ. A mechanism ϕ is strategy proof for students if reporting true preferences
is a dominant strategy for every student in the preference revelation game induced by
ϕ. That is:

ϕ(P)(i)Riϕ(P′
i, P−i)(i)

for all P, i ∈ I and P′
i, where P−i = (Pj)j∈I\{i}. Strategy proofness for schools is defined

similarly. A mechanism ϕ Pareto dominates another mechanism ϕ′ if for every problem
< I, S, q, P,�>, every student prefers her ϕ-match to her ϕ′-match and some strictly,
that is ϕ(P)(i)Riϕ

′(P)(i) for all i and ϕ(P)(i)Piϕ
′(P)(i) for some i.

Further discussion of the mechanisms

When all schools have a strict priority policy, the problem turns into a two-sided
matching problem. In that case, SOSM is the unique stable mechanism that is strategy-
proof for students (Alcalde and Barberà, ). When priorities do not reflect school
preferences, the notion of respecting priorities can be interpreted as the elimina-
tion of justified envy (Balinski and Sönmez, ). When a student’s standing in the
priority list of school improves, the student is assigned a weakly better school by
SOSM. In fact, SOSM is the only stable mechanism with that property (Balinski and
Sönmez, ).
SOSM is not efficient from students’ perspective. Ergin () shows that the out-
come of SOSM is efficient if and only if school priorities satisfy a certain acyclicity
condition. Ehlers and Erdil () generalize that result when school priorities are
coarse. Although the ETM outcomemay Pareto dominate the SOSM outcome for some
problems, no Pareto-efficient and strategy-proof mechanism Pareto dominates SOSM
when school priorities do not involve ties (Kesten, ). Kesten () proposes a new
algorithm that eliminates the efficiency loss associated with SOSM by allowing students
to give up certain priorities whenever it does not hurt them to do so.
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When all schools have a flexible priority policy, the problem turns into a one-sided
matching problem. Starting with Shapley and Scarf (), ETM has mostly been stud-
ied in exchangemarkets for indivisible objects.Thatmodel corresponds to a special case
of our model in which each school has a single seat, and a student is ranked highest by
at most one school. In that environment, ETM is strategy proof (Roth, a), and it
is the only mechanism that is Pareto efficient, strategy proof, and that guarantees every
student that is top ranked at a school an assignment that she weakly prefers to that
school (Ma, ). When students are allowed to be ranked highest by more than one
school, ETM is a special subclass of Pápai’s () hierarchical exchange rules. In that
case, Pápai characterizes hierarchical exchange rules by Pareto efficiency, group strategy
proofness (which rules out beneficial preferencemanipulation by groups of individuals),
and reallocation proofness (which rules out manipulation by two individuals via mis-
representing preferences and swapping objects ex post). ETM is a hierarchical exchange
rule defined by the priority lists of schools. In a similar vein, Pycia and Ünver ()
introduce and characterize trading cycles with brokers and owners by Pareto efficiency
and group strategy proofness. Bogomolnaia et al. () provide a characterization for
a general class of Pareto-efficient and strategy-proof mechanisms for the case in which
schools have multiple seats and no priorities.
Despite the lack of a Pareto ranking between SOSM and ETM, there exists a clear-cut
comparison between SOSMandBostonwhenmarket participants have full information
about others’ preferences and priorities, and that is common knowledge. In particular,
given strict school priorities, everyNash equilibriumoutcome of the Bostonmechanism
is stable under true preferences. Therefore the dominant strategy equilibrium of SOSM
weakly Pareto dominates every Nash equilibrium outcome of the Boston mechanism
(Ergin and Sönmez, ). 

Further characterizations of SOSM and the Boston mechanism are provided via
monotonicity conditions on preferences by Kojima and Manea () and Kojima and
Unver (), respectively. Roth () provides a survey of the history, theory, and
practice of SOSM.

Ties in school priorities

Much of the earlier theory of two-sided matching focuses on the case where all parties
have strict preferences, mainly because indifferences in preferences were viewed as a
“knife-edge” phenomenon in applications like labor markets (Roth and Sotomayor,
). In contrast, a primary feature of school choice is that there are indifferences—
“ties”—in how students are ordered by at least some schools. How to break these
ties raises some significant design decisions, which bring in new trade-offs between

 Kojima () generalizes this finding to more complicated priority structures that, for instance,
can favor specific student populations via quotas.
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efficiency, stability, and strategy proofness (Erdil and Ergin, ; Abdulkadiroğlu et al.,
).
The mechanism of choice must specify how to order equal-priority students from
the point of view of schools with limited space. For instance, one can assign each
student a distinct number, breaking ties in school priorities according to those assigned
numbers—single tie breaker—or one can assign each student a distinct number at
each school—multiple tie breakers—breaking ties according to school specific num-
bers. Since any non-random assignment of such numbers can be incorporated into the
priority structure at the outset, we will consider randomly generated tie breakers.

Ex post efficiency
ETM remains Pareto efficient and strategy proof with single and multiple tie breakers.
Furthermore, when there are no priorities at schools, i.e. all students tie in priority at
every school, ETM produces the same probability distribution over matchings when a
single or a multiple tie breaker is drawn uniformly randomly (Pathak and Sethuraman,
).
If one applies SOSM to the strict priorities that result from tie breaking, the stability
and strategy proofness of SOSM is preserved. However, tie breaking introduces artificial
stability constraints (since, after tie breaking, schools appear to have strict rankings
between equal priority students), and these constraints can harm student welfare. In
other words, when SOSM is applied to the strict priorities that result from tie breaking,
the outcome it produces may not in fact be a student-optimal stable matching in terms
of the original priorities.
When school priorities are weak, there may be multiple student-optimal stable
matchings that are not Pareto ranked with each other. Every student-optimal stable
matching can be obtained by SOSM with some tie breakers (Ehlers, ). However,
some forms of tie breaking may be preferable to others. For instance, during the course
of designing the NYC high-school match, policy makers from the Department of Edu-
cation were concerned with the fairness of tie breaking; they believed that each student
should receive a different random number at each program they applied to, and this
number should be used to construct strict preferences of schools for students. Their
rationale was that if a student draws a bad number in a single tie breaker, her bad luck
would apply to every school of her choice, whereas multiple tie breakers would give a
new life line at her lower-ranked schools if that student is rejected by a school. However,
we show via simulations with NYC high-school match data that significantly more
students get their first choices when ties are broken by a single lottery (Abdulkadiroğlu
et al., ). Table . summarizes our simulation results for  random draws of tie
breakers for grade  applicants in –. In particular, on average SOSM with single
breakers matches about , more students to their first choices. Note also that SOSM
with single breakers leaves about  more students unassigned, which implies that
there is no comparison between SOSM with single breakers, and SOSM with multiple
tie breakers, in terms of first-order stochastic dominance.
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Table 5.2. Welfare consequences of tie breaking and strategy proofness
for grade 8 applicants in NYC in 2006–07

Choice Single tie breakers Multiple tie breakers SIC Efficient

1 29,849.9 (67.7) 32,105.3 (62.2) 32,701.5 (58.4) 34,707.8 (50.5)
2 14,562.3 (59.0) 14,296.0 (53.2) 14,382.6 (50.9) 14,511.4 (51.1)
3 9,859.7 (52.5) 9,279.4 (47.4) 9,208.6 (46.0) 8,894.4 (41.2)
4 6,653.3 (47.5) 6,112.8 (43.5) 5,999.8 (41.4) 5,582.1 (40.3)
5 4,386.8 (39.4) 3,988.2 (34.4) 3,883.4 (33.8) 3,492.7 (31.4)
6 2,910.1 (33.5) 2,628.8 (29.6) 2,519.5 (28.4) 2,222.9 (24.3)
7 1,919.1 (28.0) 1,732.7 (26.0) 1,654.6 (24.1) 1,430.3 (22.4)
8 1,212.2 (26.8) 1,099.1 (23.3) 1,034.8 (22.1) 860.5 (20.0)
9 817.1 (21.7) 761.9 (17.8) 716.7 (17.4) 592.6 (16.0)
10 548.4 (19.4) 526.4 (15.4) 485.6 (15.1) 395.6 (13.7)
11 353.2 (12.8) 348.0 (13.2) 316.3 (12.3) 255.0 (10.8)
12 229.3 (10.5) 236.0 (10.9) 211.2 (10.4) 169.2 (9.3)
Unassigned 5,426.7 (21.4) 5,613.4 (26.5) 5,613.4 (26.5) 5,613.4 (26.5)

a Data from the main round of the New York City high-school admissions process in 2006–
07 for students requesting an assignment for grade 9 (high school). The table reports the
average choice received distribution of applicants from SOSM with single tie breakers,
SOSM with multiple tie breakers, stable improvement cycles (SIC) algorithm, and efficient
matchings which are produced by TTC by using the SIC assignment as endowment. The
averages are based on 250 random draws. Simulation standard errors are reported in
parentheses. Reproduced from Abdulkadiroğlu et al. (2009).

Some theoretical insight for that observations comes from the fact that, when school
priorities are weak, all student-optimal stable matchings can be found by SOSM with
single breakers (Abdulkadiroğlu et al., ; Erdil, ). In other words, if there is a
matching produced by SOSM with multiple breakers that cannot be produced by any
SOSM with single breakers, then it is not a student-optimal stable matching.
However, a single lottery is not sufficient for student optimality (Erdil and Ergin,
; Abdulkadiroğlu et al., ). Given a matching, a stable improvement cycle of
students {a, . . . , an+ ≡ a} is such that every student in the cycle is matched with
a school, every ak, k = , . . . , n, prefers ak+’s match to her match, and she has the
highest priority among all students who prefer ak+’s match to their match (Erdil and
Ergin, ). If the cycle is implemented by transferring ak to ak+’s matched school,
the resulting matching is stable and Pareto dominates the original matching. Based
on this novel observation, Erdil and Ergin () show that a stable matching μ is
student optimal if and only if it does not admit a stable improvement cycle. They also
introduce stable improvement cycles (SIC) algorithm, which starts with an arbitrary
stable matching and finds and implements a cycle until no cycle is found. SIC is student
optimal stable. Employing SIC on top of SOSM with single breakers, Table . shows
that about  more students can be matched with their first choices.
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Incentives and ex post efficiency
More interestingly, ties in school priorities introduce a trade-off between efficiency
and strategy proofness. In particular, there is no strategy-proof mechanism that always
selects a student-optimal stable matching (Erdil and Ergin ).Therefore SOSMwith
any breakers may yield inefficient outcomes and removal of such inefficiency harms
students’ incentives. Furthermore, given a set of tie breakers, the associated SOSM is not
Pareto dominated by any strategy-proof mechanism (Abdulkadiroğlu et al., ).This
observation generalizes two earlier results: SIC is not strategy-proof (Erdil and Ergin,
), and no Pareto-efficient and strategy-proof mechanism Pareto-dominates SOSM
when school priorities are strict (Kesten, ).
In other words, SOSM with a tie breaker lies on the Pareto frontier of strategy-proof
mechanisms. This theoretical observation gives us an empirical strategy to assess the
cost of strategy proofness. In particular, the additional  students who get their first
choices under SIC in Table . can be interpreted as the efficiency cost of strategy
proofness for students in SOSM with single breakers.
In Table ., when students start with their SICmatches andwelfare-improving trans-
fers are exhausted among students via ETM,  on average an additional , students
can be matched with their first choice. Similarly, this number can be interpreted as the
welfare cost of limiting the scope of manipulation for schools in NYC.

Ex ante efficiency
The earlier literature, in particular all the results stated so far, relies on a notion of
efficiency from an ex post point of view, that is, after the resolution of all potential
uncertainties. When too many students demand a seat at a school, admissions to the
school are regulated by priorities. When priorities are strict, both ETM and SOSM
uniquely determine the outcome. In contrast, with weak priorities, there remains a great
deal of freedom in placing students according to their preferences. Furthermore, a new
scope of efficiency from an ex ante point of view emerges. These points are illustrated
in the following example by Abdulkadiroğlu et al. ().

Example . There are three students, {, , } and three schools, {s, s, s}, each with one
seat. Schools have no intrinsic priorities over students, and student i has a von-Neumann
Morgenstern (henceforth, vNM) utility value of vi

j when she is assigned to school j:

vs vs vs
s = s . . .
s = s . . .
s = s   

 That is, start with the SIC matching. Run the following version of ETM: Every student points to her
most preferred school among those remaining. Every school points to remaining students that it
currently enrolls. Cycles are found. Every student in a cycle is transferred to the school she points to and
she is removed. Continue in the same fashion until no more students are transferred.
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Every feasible matching is stable due to schools’ indifferences. More importantly, any
such assignment is ex post Pareto efficient, and hence student-optimal stable, since stu-
dents have the same ordinal preferences.

Since SOSMwith any tie breaker is strategy proof, all three students submit true (ordi-
nal) preferences of s − s − s. SOSM with a single tiebreaker that is drawn uniformly
randomly matches every student to each school with equal probability of  , which
yields an expected payoff of  for each student. This randommatching is ex ante Pareto
dominated by the following randommatching:Assign student  to s, and students  and
 randomly between s and s, which yields expected payoff of . > 

 for every student.
This Pareto-dominating randommatching arises as the unique equilibrium outcome of
the Boston mechanism. In fact, this observation holds more generally. Suppose that
all students tie in priorities at every school, students have the same ordinal ranking of
schools, and their cardinal utilities are private information that are drawn from a com-
monly known distribution. Consider the Bostonmechanism and SOSMwith a single tie
breaker that is drawn uniformly randomly.Then each student’s expected utility in every
symmetric Bayesian equilibrium of the Boston mechanism is weakly greater than her
expected utility in the dominant-strategy equilibrium of SOSM (Abdulkadiroğlu et al.,
). This finding contrasts with but does not contradict Ergin and Sönmez (),
who analyze a complete information setupwith strict school priorities andheterogenous
ordinal preferences for students.
SOSM is strategy proof and therefore in the dominant strategy equilibrium of SOSM,
every student submits her true preference list to the mechanism regardless of her car-
dinal utilities. In contrast, a student takes her cardinal utilities into account while sub-
mitting her equilibrium strategy under the Boston mechanism. That allows the Boston
mechanism to break ties based on cardinal information, as opposed to the fully random
tie breaking under SOSM.
Independently, Featherstone and Niederle () show that truth telling becomes a
Bayesian Nash equilibrium of the Boston mechanism when informational asymmetry
on student preferences are introduced in a symmetric environment, in which all schools
have the same capacity, all students tie in priorities at every school, and preferences of
each student are drawn uniformly randomly on the set of all possible rank orderings
of the set of schools. Then more students are matched with their first choices in the
truth-telling equilibriumof theBostonmechanism than in the dominant-strategy truth-
telling equilibrium of SOSM.
Troyan () take a more ex ante approach, and examines welfare before students
know their cardinal utilities and priorities. He shows that, from this perspective, the
Bostonmechanism ex ante Pareto dominates any strategy-proof and anonymousmech-
anism, including SOSM and ETM, even with arbitrary priority structures.
These complementary works draw a picture of the Boston mechanism that has
been overlooked by the earlier literature, which relies on the complete information
assumption.
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Motivated by their observation for the Boston mechanism, Abdulkadiroğlu et al.
() propose an SOSM with “preferential” tie breaking. Every student submits her
ordinal preference list, and picks one school as a target, at which she will be favored
in tie breaking. When two students tie at a school, the one who picks it as a target is
favored in tie breaking; otherwise, the ties are broken randomly. It is still a dominant
strategy to submit true preferences to their mechanism, and gaming is limited to the
choice of the target school. They show that their modified mechanism results in ex ante
efficiency gains in large economies. In a similar vein,Miralles () shows that a variant
of the Boston mechanism that utilizes a new lottery in every round of the assignment
algorithm obtains similar efficiency gains over SOSM in a continuum economy.
Budish et al. (forthcoming), on the other hand, generalize the theory of randomized
assignment to accommodate multi-unit allocations and various real-world constraints,
including group-specific quotas in school choice. They also provide new mechanisms
that are ex ante efficient and fair.

Ex ante stability
When school priorities are weak, random tie breaking with SOSMyields randomization
over stable matchings. In that setup, Kesten and Ünver () introduce two notions ofAQ:  not

listed in refs
stability from an ex ante point of view: A randommatching is ex ante stable if there are
no students a, b, and a school s such that a has a higher priority at s than b, b, is matched
with swith positive probability, and a is matched with positive probability with a school
that she prefers less than s. An ex ante stable randommatching is strongly ex ante stable
if it avoids the following case among equal priority students, which they refer as ex-ante
discrimination: a and b have equal priority at s, b enjoys a higher probability of being
assigned to s than a, and a is matched with positive probability with a school that she
prefers less than s. Kesten and Ünver () propose an algorithm to select the strongly
ex ante stable random matching that is ordinally Pareto dominant among all strongly
ex ante stable random matchings.

Leveling the playing field

Strategy-proofness has emerged as a major public policy concern related to trans-
parency, fairness, and equal access to public facilities in the redesign of the Boston
school assignment system (Abdulkadiroğlu et al., ). In July , the Boston School
Committee voted to adopt SOSM, which removes the incentives to “game the system”
that handicapped the Boston mechanism. In his memo to the School Committee on
May , , Superintendent Payzant wrote:

Themost compelling argument formoving to a new algorithm is to enable families to
list their true choices of schools without jeopardizing their chances of being assigned
to any school by doing so. . . . A strategy-proof algorithm levels the playing field by
diminishing the harmdone to parents who do not strategize or do not strategize well.
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Pathak and Sönmez (a) investigate this issue by studying a complete-information
model with strict school priorities, and with both sincere students, who always submit
their true preference rankings, and sophisticated students, who respond strategically.
They find that the Nash equilibrium outcomes of the Boston mechanism is equivalent
to the set of stable matchings of a modified economy where sincere students lose their
priorities to sophisticated students at all but their first-choice schools; furthermore,
every sophisticated student weakly prefers her assignment under the Pareto-dominant
Nash equilibrium outcome of the Boston mechanism to the dominant-strategy
outcome of SOSM.
A second issue raised by Abdulkadiroğlu et al. () is related to neighborhood
priorities, a common feature of many school choice programs. For instance, BPS gives
priority to students who live within  mile from an elementary school, within . miles
from amiddle school, and within miles from a high school in attending those schools.
At the same time, one of the major goals of public school choice is to provide equal
access to good schools for every student, especially for those in poor neighborhoods
with failing schools. This goal is compromised by neighborhood priority. The extent to
which the neighborhood priority inhibits access to good schools by students in failing
schools districts differs across mechanisms. Under the SOSM, a student does not need
to give up her neighborhood priority when applying for other (better) schools.This is in
sharp contrast to what happens under the Bostonmechanism.When a student does not
rank her neighborhood school as first choice under the Boston mechanism, she loses
her neighborhood priority at that school to those who rank it higher in their choice list.
Similarly, if she ranks her neighborhood school as first choice, then she gives up priority
at the other schools. In either case, another student would be able to improve her odds
at that school or some other school. Abdulkadiroğlu, et al. () provide examples in
which this feature of the Boston mechanism provides greater access to good schools for
students without neighborhood priority at those schools.

Controlled choice

Controlled school choice in the United States attempts to provide parental choice over
public schools while maintaining racial, ethnic, and socioeconomic balance at schools.
Boston’s renowned controlled choice program emerged out of concerns for econom-
ically and racially segregated neighborhoods that were a consequence of traditional
neighborhood-based assignment to public schools. Today, many school districts adopt
desegregation guidelines either voluntarily or because of a court order. Other forms of
control exist in choice programs in the US. Miami-Dade County Public Schools control
for the socioeconomic status of students in order to diminish concentrations of low-
income students at schools. InNewYorkCity, EducationalOption (EdOpt) schools have
to accept students of wide-ranging abilities. In particular,  of students that attend an
EdOpt school must score above grade level on the standardized English Language Arts



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

school choice 

test, must score at grade level, and the remaining must score below grade level
(Abdulkadiroglu et al., ).
It is easy to modify the mechanisms when each student can be of one type from a
finite set, such as {Asian, Black, Hispanic, White, Other}, and the number of students
of a type matched with a school cannot exceed a type specific quota at that school. In
ETM, a student points to her most preferred school among all schools at which there is
an available seat and the quota for her type is not met yet. ETM with quotas is Pareto
efficient and strategy proof (Abdulkadiroğlu and Sönmez, ).
In SOSM, a school tentatively admits students in the order of priority up to its
capacity among those students for whom the type-specific capacity has not yet been
met. Given strict school priorities and quotas, SOSM with quotas produces a stable
matching that respects quotas and is weakly preferred by every student to any other
stable matching that respects quotas (Roth, ). Under the same assumptions, it is
also strategy proof (Abdulkadiroğlu, ). These properties extend to a more general
setting with substitutable preferences (Hatfield and Milgrom, ). 

Ehlers () introduces quotas for the minimum number of students of each type
who have to be assigned to schools. He shows that minimum quotas are incompati-
ble with stability, relaxes the stability requirement, and studies student-optimal stable
matchings.
Kojima () shows that affirmative-action quotas can make majority students as
well as every minority student worse off under both SOSM and ETM. Hafalir et al.
() offer an alternative policy that gives preferential treatment to minorities for
a number of reserved seats at each school. They also provide a group strategy-proof
mechanism, which gives priority to minority students for reserved seats at schools.
Their mechanism also Pareto dominates SOSM with quotas. Westcamp () offers a
strategy-proof SOSM for the allocation of German public universities for medicine and
related fields, in which floating quotas are employed to prioritize students according to
their grades or waiting time.
The generalized theory of randomized assignment with minimum as well as maxi-
mum type-specific quotas by Budish et al. (forthcoming) applies to the controlled school
choice problem when student assignment involves randomization.

Short preference lists

Some school districts impose a limit on the number of schools that can be listed in an
application. For instance, students could list at most five schools in Boston before ;
and the NYC high school admissions process allows students to rank at most twelve
schools in their applications.

 Let the choice of school s from a set of students X is defined as Ch(X;�s) ⊂ X such that
Ch(X;�s) �s Z for all Z ⊂ X, Z 
= Ch(X;�s).Then a preference relation �s has the property of
substitutability if i ∈ Ch(X\{j};�s) for every X ⊂ I, i ∈ Ch(X;�s), j ∈ Ch(X;�s)\{i} (Kelso and
Crawford, ; Roth, ). That is, whenever i is chosen from a set, i will be chosen even if some
other student is removed from the set.
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Haeringer andKlijn () study the preference revelation game induced by different
mechanisms when students can only list up to a fixed number of schools.They focus on
the stability and efficiency of the Nash equilibrium outcomes in a model with strict
school priorities.They find that, when students can list a limited number of schools, ()
SOSMmay have aNash equilibrium in undominated strategies that produce amatching
that is not stable under true preferences; () ETM may have a Nash equilibrium in
undominated strategies that produce a matching that is not Pareto efficient under true
preferences.
Pathak and Sönmez () show that an SOSM with a cap of maximum k choices AQ:  notlisted in refs
in more manipulable than an SOSM with a cap of maximum l > k choices, in the
sense that the former mechanism can be manipulated at a larger set of preference
profiles.

Large markets

Size matters. Some of the trade-offs vanish as the number of participants increases.
Whereas the number of stable matchings can be arbitrarily large in finite economies,
Roth and Peranson () observe that the set of stable matchings has been small in the
NRMP, which they explain via simulations by the short preference lists submitted by the AQ: what is

NRMP
applicants in relatively large markets.  In contrast, Azevedo and Leshno () give
general conditions under which a model with finitely many schools and a continuum of
students admits a unique stable matching.
There is no stable mechanism that is strategy proof for students as well as schools
(Roth, b). Also, when schools have more than one seat, there is no stable mech-
anism that is strategy proof for schools (Roth, ). These results can be proved via
examples with a few students and schools. However, in a model with one seat at every
school, Immorlica and Mahdian () show that as the size of the market becomes
large, the set of stable matchings shrinks. Kojima and Pathak () generalize this
finding to the model with multiple seats at schools and strict school priorities which
reflect school preferences.They show that when schools are also strategic, reporting true
preferences becomes an approximate Bayesian equilibrium for schools as the market
power of schools vanishes in large markets.
Several applications, including the school choice programs in Korea and the second
round of the NYC high-school match, involve no priorities on the school side. In that
a case, the random priority mechanism (RP) which assigns every student her most
preferred school among the remaining schools one at a time in the order of a randomly
drawn order of students, is strategy proof and ex post Pareto efficient. Bogomolnaia and

 We discuss the large market findings withing the context of school choice, although some of them
have been formulated outside the school choice context.
 This mechanism is also known as random serial dictatorship, and can be implemented as SOSM
with a uniformly randomly drawn single tie breaker.
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Moulin () observe that RP allocation can be improved for some students in the
sense of first order stochastic dominance without harming other students’ allocations.
An allocation which cannot be improved that way is ordinally efficient. Bogomolnaia
and Moulin () provide an ordinally efficient probabilistic serial mechanism (PS).
However they also show that no ordinally efficient mechanism is strategy proof for
students. Che and Kojima () show that, as the number of students and school
capacities grow, the RP becomes equivalent to the PS mechanism, of which the former
is strategy proof and the latter is ordinally efficient. Therefore, the trade-off between
strategy proofness and ordinal efficiency vanishes in such large markets.
Azevedo and Budish () introduce a new notion to study incentives in large
markets. Accordingly, a mechanism is strategy proof in the large if all of its profitable
manipulations vanish with market size. They show that the outcomes of a large class
of mechanisms can be implemented approximately by mechanisms that are strategy
proof in the large. Budish () studies an assignment problem in which all the
known mechanisms are either unfair ex post or manipulable even in large markets. He
introduces a slightly different strategy proofness in the large notion, and proposes a
combinatorial assignment mechanism that is strategy proof in the large, approximately
efficient, and fair.

Hybrid matching problems

A close look at the real-life cases reveals that the school choice problem exhibits fea-
tures of one-sided matching and two-sided matching, simultaneously. For instance,
many school districts offer admissions to some selective exam schools via an entrance
exam. Violating priorities induced by an entrance exam proves to be a political and
legal challenge even when such violations are justified by court-ordered desegregation
guidelines (Abdulkadiroğlu, ).On the other hand, as in the case of Boston, violating
priorities at regular schools may be considered in order to promote student welfare
(Abdulkadiroğlu et al., a). A similar issuemay arisewhen some schools are strategic
and have preferences over students while others are not, as in the case of the NYC high-
schoolmatch (Abdulkadiroğlu et al., a, ). In that case, violating the preferences
of a strategic school would create an instance at which the school would prefer to
circumvent the assignment to match with a more preferred student who also prefers
the school to her match.
Ehlers and Westcamp () study a school choice problem with exam schools and
regular schools. They assume that exam schools rank students in strict priority order,
and regular schools are indifferent among all students. Their model is a special case of
Erdil and Ergin (), and Abdulkadiroğlu et al. (); however their scope is quiteAQ: Not

listed.
different. In particular, they identify conditions on priorities of exam schools under
which strategy proofness is preserved.
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Abdulkadiroğlu () studies a generalized matching model that encompasses one-
sided and two-sided matching as well as their hybrid. In his model, every school is
endowed with a priority list that may involve ties. However, a school may have a strict
or flexible priority policy, and a stable matching may violate priorities at schools with
a flexible priority policy. He characterizes student-optimal stable matchings via stable
transfer cycles. A stable transfer cycle is an application of SIC (Erdil and Ergin, ). It
operates like ETM but puts restrictions on schools with strict priority policies as in SIC.
In particular, in a stable transfer cycle, a student can point to any school that she prefers
to her current match as long as the school has a flexible priority policy. Otherwise, in
order to be able to point to it, she has to be ranked highest among all students who prefer
that school to their current match. Schools, on the other hand, point to the highest-
priority students among those remaining.

Experiments

Starting with Chen and Sönmez (), there is a growing experimental literature with
a focus on school choice. Consistent with theory, Chen and Sönmez () observe a
high preference manipulation rate under the Boston mechanism. They also find that
efficiency under Boston is significantly lower than that of ETM and SOSM. However,
contrary to theory, they find that SOSMoutperforms ETM in terms of efficiency in their
experimental environment.
Pais and Pinter (), on the other hand, show that, when the experiment is con-
ducted in an incomplete information setup, ETM outperforms both SOSM and Boston
in terms of efficiency. Moreover, it is slightly more successful than SOSM regarding the
proportion of truthful preference revelation and manipulation is stronger under the
Boston mechanism; even though agents are much more likely to revert to truth telling
in lack of information about the others’ payoffs, ETM results are less sensitive to the
amount of information that participants hold.
Calsamiglia et al. () analyze the impact of imposing limit on the number of AQ:  notlisted in refs
schools in choice lists. They show that manipulation is drastically increased, which is
consistent with Pathak and Sönmez’s () theoretical argument; including a safety AQ:  not

listed in refsschool in the constrained list explains most manipulations; both efficiency and stability
of the final allocations are also negatively affected.
Featherstone and Niederle () observe that, when school priorities involve ties
and are broken randomly, and preferences are private information, the Boston mecha-
nism obtains better efficiency than SOSM.
Klijn et al. () study how individual behavior is influenced by risk aversion and
preference intensities. They find that SOSM is more robust to changes in cardinal pref-
erences than the Boston mechanism, independently of whether individuals are allowed
to submit a complete or a restricted ranking over the set of schools, and subjects with a
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higher degree of risk aversion are more likely to play “safer” strategies under the SOSM,
but not under the Boston mechanism.

Conclusion
....................................................................................................................................................................

School choice has provided economists with new opportunities to study and design
student assignment systems, which in turn have helped push forward the frontiers of
mechanism design theory.This survey aims at demonstrating this point. Many interest-
ing questions remain open. To what extent is the stable improvement cycles mechanism
manipulable in the field? How restrictive are the minimum quotas for minorities in
controlled school choice programs? To what extent do they preclude stability, and foster
gaming in the field? Can we design and implement mechanisms with better efficiency
properties? Are there simple mechanisms that elicit not only ordinal preferences, but
also some information on the underlying cardinal preferences? In fact, howdowe define
a simple mechanism; are they robust (Milgrom, )? Theory gives impossibilities for
some of these questions, and it is silent on others. Designing better market mecha-
nisms will require not only further new theory, but also new engineering approaches
that rely on careful synthesis of the theory, empirical analysis, and experiments
(Roth, ).
In addition, in contrast to othermarket design applications, school choice has a direct
public policy appeal. For example, how does information impact choice patterns and
academic achievement for disadvantaged students (Hastings andWeinstein, ); does
school choice foster competition among schools; does it help eliminate achievement gap
(Hastings et al., )? Second, school choice programs in the US present economists
with unprecedented data with randomized assignments. Such data allow researchers to
study the impact of different schooling options on student outcomes without suffering
from selection bias issues, such as charter schools and their public-school alternatives
(Abdulkadiroğlu et al., ; Angrist et al., ; Hoxby et al., ), and small schools
(Bloom et al., ). While designing student assignment systems as market designers,
we can also think about and address such broader questions as social scientists. Can
we also incorporate sound econometric tools into our designs that would help districts
evaluate their schooling alternatives beyond simple descriptive statistics and free of
selection bias?
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Introduction
....................................................................................................................................................................

Educational authorities which assign children to schools automatically by the district
they live in often fail to take into account the preferences of their families. Such systems
overlook reallocations of seats which could Pareto improve welfare. Motivated by such
concerns, several cities  started centralized school choice programs. Typically in these
programs, each family submits a preference list of schools, including those outside of
their district, and then a centralizedmechanism assigns students to schools based on the
preferences. The mechanisms initially adopted by school choice programs were ad hoc,
and did not perform well in terms of efficiency, incentives, and/or stability. Abdulka-
diroğlu and Sönmez () brought these to light, which triggered an interest in the
matching literature about further analysis and design of school choice mechanisms.
The most common practice in assigning scarce (i.e. popular) school seats is to use

some exogenously fixed priority ranking of students. Respecting priorities, formalised by
the familiar stability concept from two-sided matching, constrains which assignments
are deemed acceptable, and therefore can have welfare consequences. While priorities
put constraints on which outcomes are considered feasible, the need to have straightfor-
ward incentives for truthful revelation of preferences constrains the mechanisms avail-
able to the designer. This interplay between efficiency, stability, and strategy proofness
is the subject of this chapter.

 Including New York City, Boston, Cambridge, Charlotte, Columbus, Denver, Minneapolis, Seattle,
and St. Petersburg-Tampa, in the US, and most major cities in the UK.

 The specific choice of the material included in this chapter is influenced heavily by our own work.
The related literature goes well beyond the scope of this review. As a starting point to explore further,
see chapter .
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Background

A school choice problem consists of a set of students and a set of schools, where each
school, x, has a quota, qx, of seats. Each student has a preference ranking of schools
and an “outside” option, which corresponds to remaining unassigned or going to a
private school, and each school has a priority ranking of students. The school choice
model is closely related to the college admissions model of Gale and Shapley ().
The important difference between the two models is that in school choice, the priority
rankings are determined by local (state or city) laws and education policies, and do not
reflect the school preferences, whereas in the college admissions model these rankings
correspond to college preferences. As a consequence in the college admissions model,
students’ as well as colleges’ preferences are taken into account inwelfare considerations.
On the other hand, in the school choice model, schools are treated as indivisible objects
to be consumed by the students, and only student preferences constitute the welfare
criteria.
Given a priority ranking for each school and a preference profile of the students, a

matching violates the priority of student i, if there are a student j and a school x such that
i prefers x to her current assignment, and j is assigned to x while he has less priority for
school x than i. A matching is stable if () it does not violate any priorities, () every
student weakly prefers his assigned seat to remaining unassigned, and () no student
would rather bematched to a school which has empty seats. Stability has been a property
of central interest in two-sided matching models. In addition to the theoretical plausi-
bility of the notion, Roth () draws from both empirical and experimental evidence
to show how stability has been an important criterion for a successful clearinghouse in
matching markets ranging from the entry-level labor market for new physicians in the
US to college sorority rush. In the context of school choice, legal and political concerns
appear to strongly favor stable mechanisms. For instance, if the priority of student i for
school x is violated, then the family of student i has incentives to seek legal action against
the school district for not assigning her a seat at school x, and the district authorities
seem to be extremely averse to such violations of priorities.

Gale and Shapley () gave a constructive proof of the existence of a stable
matching by describing a simple algorithm. This is known as the student-proposing
deferred acceptance (DA) algorithm:

• At the first step, every student applies to her favorite acceptable school. For each
school x, qx applicants who have highest priority for x (all applicants if there are
fewer than qx) are placed on the hold list of x, and the others are rejected.

 There are certain exceptions like New York City, where a number of schools determine their own
priority orders. See Abdulkadiroğlu and Sönmez (), Balinski and Sönmez (), and Ergin ()
for a more detailed discussion of the relationship between the two models.

 For example, along these concerns, Boston officials decided to adopt a mechanism that always
produces stable matchings at the expense of efficiency, rather than the top trading cycles mechanism,
which would ensure efficiency, yet not stability.
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• At step t > , those applicants who were rejected at step t −  apply to their next
best acceptable schools. For each school x, the highest-priority qx students among
the new applicants and those in the hold list are placed on the new hold list, and
the rest are rejected.

The algorithm terminates when every student is either on a hold list or has been rejected
by every school that is acceptable to her. After this procedure ends, schools admit
students on their hold lists.
Gale and Shapley () show that, when preferences and priorities are strict, the

DA algorithm yields a unique stable matching that is Pareto superior to any other
stable matching from the viewpoint of the students. Hence the outcome of the student-
proposing DA algorithm is also called the student-optimal stable matching, and the
mechanism that associates the student-optimal stable matching to any school choice
problem is known as the student-optimal stable mechanism (SOSM). Besides the fact
that it gives the most efficient stable matching, another appealing feature of the SOSM
when priorities are strict is that it is strategy proof; that is, no student has an incentive to
misstate her true preference ranking over schools (Dubins and Freedman, ; Roth,
). Due to these desirable features, the DA algorithm has been adopted by the school
choice programs of New York City (in ) and Boston (in ), in consultation with
economists Abdulkadiroğlu, Pathak, Roth, and Sönmez.

Inefficiency of the deferred acceptance

Respecting priorities is not completely costless, as it imposes constraints on which
assignments are allowed. Stability might rule out all Pareto-efficient assignments,
and hence lead to an inefficient outcome. Example  illustrates the nature of this
inefficiency.

Example . Consider a school choice problem with three students , , , three schools
x, y, z, each having one seat, and the following priority orders:

�x �y �z

  
  
  

Now, suppose that the preferences of the students are:

R R R

y z y
x y z
z x x

 The SOSM played a key role in the redesign of the US hospital-intern market in . See Roth and
Peranson (), and Roth ().
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The student-optimal stable matching for this instance of the problem is

μ =
(
  
x y z

)

However, if students  and  could swap their seats, they would both be better off, and
we would get the matching

ν =
(
  
x z y

)

which Pareto dominatesμ.The fact that student  prefers school y to her assigned school
and that she has higher priority for school y than student  means the latter cannot be
assigned this school. Thus, we end up with Pareto inefficiency due to having to respect
priorities.
Whether we will actually observe this tension between stability and efficiency

depends on the particular realization of preferences. Abdulkadiroğlu et al. () find
empirical evidence in the data from the main round of the New York City high-school
admissions process in –. If stability constraints were ignored to let students
“exchange” their seats after the match is announced, one could find a Pareto improve-
ment which makes about , students (around . of the eight-graders requesting a
high-school seat) better off. A complete characterization of priority structures for which
the student-optimal stable matchings would never suffer from Pareto inefficiency is
given by Ergin () in the case of strict priorities, and by Erdil and Ehlers ()
in general.

Inconsistency

A second issue that comes up in school choice programs has to do with participants
appealing after the match is announced. For example, in /, some , appeals
were lodged in the UK. A standard notion of consistency would require that when
the appealing individuals, and the school seats they have received, are considered a
smaller assignment problem with the preferences and priorities inherited from the
bigger problem, the assignment rule applied to this smaller problem should yield the
same assignments as in the bigger problem.
Let us turn to example  again to see whether the assignment mechanism is consis-

tent. The outcome of the DA algorithm is μ = (x, y, z). Now, take the subproblem
in which we consider only students  and , and their assigned schools, y and z. The
priorities and preferences are inherited from the original problem, so when we apply
the DA algorithm to the reduced problem we get

 See Rooney (). In addition to several guidebooks on appeals, there are dozens of professional
consultancy firms and websites advising, in exchange for fees as high as ,, on how to appeal.
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�y �z

 
 

R R

z y
y z

⇒
(
 
z y

)

which is different from the outcome (y, z) inherited from the larger problem. Hence,
the DA mechanism is inconsistent.

Constrained inefficiency when there are ties

The DA algorithm, as described above, requires that both the preference orders and
priority orders be strict for it to be deterministic and single valued. This is because
whenever a student proposes, she chooses her next best school, and a school rejects
the lowest-priority students among those who applied. Obviously, indifference classes
would create ambiguities in those choices. In the context of school choice, it might be
reasonable to assume that the students have strict preferences, but school priority orders
are typically determined according to criteria that do not provide a strict ordering of all
the students. Instead, school priorities are weak orderings with quite large indifference
classes. For instance, in Boston there aremainly four indifference classes for each school
in the following order: () the students who have siblings at that school (sibling) and
are in the reference area of the school (walk zone), () sibling, () walk zone, and () all
other students. Common practice in these cases is to exogenously fix an ordering of the
students, chosen randomly, and break all the indifference classes according to this fixed
strict ordering. Then one can apply the DA algorithm to obtain the student-optimal
stable matching with respect to the strict priority profile derived from the original one.AQ: Breaking

what?
Breaking the enlarges the set of stability constraints that need to be satisfied, so the
outcome would be stable with respect to the original priority structure too. However,
these extra constraints may be costly (example ).

Example . Consider a school choice problem with three students , , , three schools
x, y, z, each having one seat, and the following priority orders

�x �y �z

  
,  ,  , 

If the ties in the priority orders are broken, favoring  over  over , to obtain the strict
priority structure�′, we find ourselves back in example :

 There are also students who have a guaranteed priority to a given school. For a complete
description, see Abdulkadiroğlu et al. () or “Introducing the Boston public schools : a guide
for parents and students,” available at <http://www.boston.k.ma.us/schools/assign.asp> (accessed
September , ).
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R R R

y z y
x y z
z x x

�′
x �′

y �′
z

  
  
  

We already observed in example  that the student-optimal stable matching for the
preference profile R and the strict priority structure �′ is μ = (x, y, z), which is
Pareto dominated by ν = (x, z, y). However, note that while ν violates the derived
priorities �′, it actually respects the original priorities. Hence, under the original pri-
ority structure with ties, μ is not constrained efficient, and the arbitrariness of the tie
breaking can lead to even constrained inefficiency.
The stable improvement cycles procedure introduced in Erdil and Ergin () is

an effective way to identify the inefficiency that is due to the arbitrariness of the
tie breaking. By taking us from the outcome of DA with arbitrary tie breaking to
a student-optimal stable matching, this algorithm allows one to measure the extent
of the illustrated welfare loss. Thus, Abdulkadiroğlu et al. () find in the data
from the New York high-school match that the stable improvement cycles could
make about , students (around . of the applicants) better off without hurting
others.

Strategy-proof improvement

It is well known that when the priorities are strict, the deferred acceptance mechanism
is strategy proof (Dubins and Freedman, ; Roth, ). On the other hand, we
have already seen that it may not be efficient. Secondly, if there are ties in priori-
ties, arbitrariness of a tie-breaking rule can add further inefficiency, i.e., can lead to
even constrained inefficient outcomes. Alternative mechanisms can Pareto improve
these mechanisms, either by relaxing stability (Kesten, ), or by finding stability-
preserving improvement in the case of constrained inefficiency (Erdil and Ergin, ).
However, the additional stage of Pareto improvement may introduce incentives for
misreporting preferences (Abdulkadiroğlu et al., ). Thus, strategy proofness might
limit the extent of Pareto improvement over the inefficient mechanisms. A strategy-
proof mechanism is on the “efficient frontier of strategy-proof mechanisms” if it is
not dominated by another strategy-proof mechanism. While a randomization over
such mechanisms preserves strategy proofness, the random mechanism might fail
to be on that efficient frontier, i.e., might admit strategy-proof improvement (Erdil,
).
After introducing the model below, we revisit each issue, and present formally the

aforementioned results on the extent of these issues, potential solutions, and their lim-
itations. We refer the reader to the cited papers for the proofs.
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The model
....................................................................................................................................................................

Let N denote a finite set of students and X a finite set of schools. Let qx ≥  denote the
number of available seats in school x. Throughout we will maintain the assumption that
student preferences are strict: A preference profile is a vector of linear orders (complete,
transitive, and antisymmetric relations) R = (Ri)i∈N where Ri denotes the preference of
student i over X ∪ {i}. Being assigned to oneself is interpreted as not being assigned to
any school. Let Pi denote the asymmetric part of Ri. A matching is a function μ : N →
X ∪ N satisfying: () ∀i ∈ N : μ(i) ∈ X ∪ {i}, and () ∀x ∈ X : |μ−(x)| ≤ qx. A rule is
a function that associates a non-empty set of matchings with every preference profile,
whereas a mechanism f , is a singleton-valued rule. A random mechanism F, associates a
probability distribution over matchings with every preference profile R.
A priority structure is a profile of weak orders (complete and transitive relations)

�= (
�x

)
x∈X where for each x ∈ X,�x ranks students with respect to their priority for

x. Let 
x denote the asymmetric part of �x. We say that � is strict if, for any x ∈ X,
�x is antisymmetric. Let T (�) denote the set of strict priority profiles �′ obtained by
breaking the ties in �. Given � and R, the matching μ violates the priority of i for x if
there is a student j such that j is assigned to x whereas i both desires x and has strictly
higher priority for it, i.e., μ(j) = x, xPiμ(i), and i 
x j. The matching μ is stable if ()
it does not violate any priorities, () μ(i)Rii for any i, and () there do not exist i and
x such that xPiμ(i) and qx > |μ−(x)|. Let S� denote the stable rule, i.e., the rule that
associates to each R the set of stable matchings with respect to� and R.
Given R, the matching μ′ Pareto dominates the matching μ if μ′(i)Riμ(i) for every

i ∈ N, and μ′(j)Pjμ(j) for some j ∈ N. Given � and R, the matching μ is constrained
efficient (or student-optimal stable) if ()μ ∈ S�(R), and ()μ is not Pareto dominated
by any other μ′ ∈ S�(R). Let f � denote the student-optimal stable rule (SOSR), i.e., the
rule that associates to each R the set of constrained efficient matchings with respect to
� and R. Given�, a rule f is constrained efficient if, for any R, f (R) ⊆ f �(R).

Theorem  (Gale and Shapley, ). For any strict � and R, f �(R) consists exactly of
the matching given by the DA algorithm.

When the priorities have ties, theDAalgorithm can still be run by arbitrarily breaking
the ties.The following are well known facts about how tie breaking affects the stable and
the student-optimal stable rules.

Observation . S� = ⋃
�′∈T (�) S�′ .

Observation . f � ⊆ ⋃
�′∈T (�) f �′ .

 Formally, T (�) is the set of strict priority structures�′ such that i 
x j implies i 
′
x j for all x ∈ X

and i, j ∈ N.
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In other words: () any matching stable with respect to � is stable with respect to
some tie breaking, and a matching stable with respect to an arbitrary tie breaking is
stable with respect to the original priorities; () any student-optimal stable matching is
student-optimal stable with respect to some tie breaking.The fact that the second inclu-
sion might be proper means arbitrary tie breaking may lead to constrained inefficiency.

A constrained efficient solution
....................................................................................................................................................................

Example  showed that arbitrarily breaking the ties in priorities and running the DA
algorithm does not necessarily lead to a constrained efficient outcome. Motivated by
this welfare loss, Erdil and Ergin () introduce a particular Pareto improvement over
a given stable matching.

Stable improvement cycles

Let μ be a stable matching for some fixed � and R. We will say that a student i desires
school x if she prefers x to her assignment at μ, that is xPiμ(i). For each school x, let
Dx denote the set of highest �x-priority students among those who desire x. We will
suppress the dependence of Dx on μ.

Definition . A stable improvement cycle consists of distinct students i, . . . , in ≡ i
(n ≥ ) such that

() μ(i�) ∈ X (each student in the cycle is assigned to a school),
() i� desires μ(i�+), and
() i� ∈ Dμ(i�+),

for any � = , . . . , n − .

Given a stable improvement cycle define a new matching μ′ by:

μ′( j ) =
{

μ( j ) if j /∈ {i, . . . , in}
μ(i�+) if j = i�

Note that the matchingμ′ continues to be stable and it Pareto dominatesμ. The follow-
ing result sheds light on the nature of Pareto-comparable stable matchings:

Theorem  (Erdil and Ergin, ). Fix � and R, and let μ be a stable matching. If μ

is Pareto dominated by another stable matching ν, then it admits a stable improvement
cycle.

 We could actually “squeeze in” a stable improvement cycle between any two Pareto-ranked stable
matchings. Formally, we could guarantee that the new stable matching μ′ obtained from μ by applying
the improvement cycle lies weakly below ν in a Pareto sense.
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If a stable matching is not constrained efficient, then there must exist a Pareto
improvementwhich is still stable.Theorem says in order to find such a Pareto improve-
ment, it is enough to look for a stable improvement cycle. Successive application of this
result gives what Erdil and Ergin () call the stable improvement cycles algorithm.

• Step . Select a strict priority structure�′ from T (�). Run the DA algorithm and
obtain a temporary matching μ.

• Step t ≥ .
(t.a) Given μt−, let the schools stand for the vertices of a directed graph, where
for each pair of schools x and y, there is an edge x −→ y if and only if there is a
student i who is matched to x under μt−, and i ∈ Dy.
(t.b) If there are any cycles in this directed graph, select one. For each edge x −→ y
on this cycle select a student i ∈ Dy withμt−(i) = x. Carry out this stable improve-
ment cycle to obtainμt , and go to step (t + .a). If there is no such cycle, then return
μt− as the outcome of the algorithm.

In the above description, it is left open how the procedure should select �′ in step
, and how it should select the cycle and the student in step (t.b). Therefore one can
think of the above description as corresponding to a class of algorithms, where an
algorithm is determined only after we fully specify how to act when confronted with
multiplicity. One can imagine these selections to be random or dependent on the earlier
selections. Let F� denote the randommechanism induced by the above algorithmwhen
the selections are made independently and randomly with equal probabilities each time
the algorithm faces a multiplicity. Remember that, given�, R, andμ ∈ f �(R), there is a
tie-breaking �′∈ T (�) such that the DA algorithm applied to (R,�′) returns μ. Since
each tie breaking has a positive probability of being selected at step  of the algorithm
corresponding to F�, F�(R) gives a positive probability to every constrained efficient
matching.
Note that observation ?? also yields an algorithm to find a student-optimal stableAQ: no. ?

matching. Namely, one could apply the DA algorithm to all possible tie breakings of
the given priority structure, record the outcomes, and Pareto compare them to find
a student-optimal stable matching. However, even with a single indifference class of
only  students, this would amount to running the DA algorithm more than 

times, a computationally infeasible task. From a practical perspective, the value of the
stable improvement cycles algorithm comes from its remarkably small computational
complexity. 

Stable improvement cycles are closely related to Gale’s top trading cycles, originally
introduced in Shapley and Scarf (), and later studied in detail by Pápai () and

 In addition to the DA algorithm used in practice, it involves a repetition of cycle search in a
directed graph. The latter is known to be of complexity O

(|V| + |E|), where V is the set of vertices and
E the set of edges (Cormen et al., ). This obviously is very fast; the question is then how many times
one has to repeat the cycle search. Notice that with every cycle, at least two students improve, therefore
each cycle brings at least two moves up with respect to the students’ preferences. Since there are |N|
students and the student preferences involve |X| schools, there could be at most |N|(|X| − )moves up.
Therefore cycle search has to be repeated at most 

 |N|(|X| − ) times.
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Abdulkadiroğlu and Sönmez (). At a matching μ, a top trading cycle consists of
students i, . . . , in ≡ i (n ≥ ) such that conditions () and () in our definition of
a stable improvement cycle are satisfied, and additionally μ(i�+) is student i�’s top
ranked school for � = , . . . , n − . Suppose that matching μ is stable to start with.
There are two reasons for which we could not make use of top trading cycles in the
above construction. First, since condition () is not required in a top trading cycle, there
is no guarantee that the matching μ′ obtained after executing the top trading cycle will
continue to be stable. Secondly, top trading cycles are too demanding for our purposes,
since even when there exist Pareto-improving trading cycles which preserve stability,
theremay not exist such a cyclewhere all participating students receive their top choices.

Strategic properties

Amechanism, f , is strategy proof if for any preference profileR, student i andR′
i, we have

fi(Ri,R−i)Rifi(R′
i,R−i). We know from Dubins and Freedman () and Roth ()

that in the case of strict priorities, the constrained efficient mechanism, f �, is strategy
proof. When we allow the priority orders to be weak, the constrained efficient set is not
necessarily a singleton. In this case, it is natural to ask whether there is a mechanism,
f ⊆ f �, that is strategy proof. The following example gives a negative answer to this
question.

Example . Consider a school choice problem with three schools x, y, z, each having one
seat, three students , ,  who find all schools acceptable, and

R R R

y y x
z z y
x x z

�x �y �z

  
 ,  
 

The constrained efficient set consists of only two matchings:

f �(R) =
{(

  
y z x

)
,
(
  
z y x

)}

Consider the following manipulations

R′
 R′


y y
x x
z z

If student  announces R′
 when the other students announce truthfully, then

f �(R′
,R−) =

{(
  
y z x

)}
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Similarly, if student  announces R′
 when the other students announce truthfully, then

f �(R′
,R−) =

{(
  
z y x

)}

Consider any mechanism f ⊆ f �. For the preference profile R, f has to select one of
the matchings (y, z, x) or (z, y, x). If it selects (y, z, x), then student  has an
incentive to misrepresent her preference and submit R′

. On the other hand, if it selects
(z, y, x), then student  has an incentive to misrepresent her preference and submit
R′
. Therefore f is not strategy proof.
For each student i, our model specifies only an ordinal ranking Ri over X ∪ {i}.

Assuming that the student is an expected utility maximizer, we need to know her cardi-
nal (vNM) utility function ui : X ∪ {i} → R to fully specify her risk preferences. Given
two probability distributions p and q over X ∪ {i}, p [strictly] first-order stochastically
dominates q with respect to Ri if∑

y∈X∪{i} : yRi z

p(y) ≥
∑

y∈X∪{i} : yRi z

q(y)

for all z ∈ X ∪ {i} [with strict inequality for some z ∈ X ∪ {i}]. It is a standard fact that
p [strictly] first-order stochastically dominates q with respect to Ri if and only if for any
vNM utility function ui that gives the same ordinal ranking as Ri, the expected utility of
p is [strictly] weakly more than the expected utility of q. Given a randommechanism F,
a preference profile R, and a student i, let Fi(R) denote the random allocation of i with
respect to F(R). The argument in example ?? can be adapted to conclude that the aboveAQ: no.?
impossibility persists even for random mechanisms.

Theorem  (Erdil and Ergin, ). Let F be any mechanism which gives a constrained
efficient allocation with probability one in each preference profile. Then there exist R, i,
and R′

i, such that Fi(R′
i,R−i) strictly first-order stochastically dominates Fi(Ri,R−i) with

respect to Ri.

Hence strategy proofness and constrained efficiency are incompatible. In the example
above, the strategic manipulation was aimed at ruling out the less preferred constrained
efficient allocation, and consequently singling out the preferred one. Could a student
manipulate her submitted ranking to induce a new matching, where she is assigned to
a school more preferable than every school she could possibly be assigned to under her
truthful statement? It turns out that she cannot achieve a school better than her best
possibility in the constrained efficient set.
Remember the randommechanism F�. Even when a student has perfect knowledge

of the priority structure and the preferences of all students, since the algorithm involves
random selections, there is uncertainty to what outcome will be returned. The com-
putation of the likelihood of a particular constrained efficient solution being returned
is highly involved, and when faced with such uncertainty, what would an “optimist”
do? Someone who tends to base her actions on her best assignment possible among
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the student-optimal solutions would consider manipulating the system only if such
strategic announcement brought her a school more preferable than any school she
could be assigned under her truthful revelation. Moreover, if for a particular preference
profile there is only one constrained efficient matching, then no student would have any
incentive to unilaterally misstate her preferences.
We have seen in example ?? that every selection from the SOSR was manipulable, AQ: no.?

but student  needed significant information regarding the preferences of students
 and  in order to be able to correctly evaluate the consequences of her switching
schools x and z in her preference list. One may ask if a student with low information
about the preferences and priorities of others would find it profitable to employ such
manipulation.
As a benchmark for a low-information environment, consider the framework of Roth

and Rothblum ().  A student’s beliefs about two schools x and y are symmetric
if when one changes the roles of x and y in the random variable interpreted as her
beliefs on (�,R−i), the distribution of the random variable does not change. When this
is the case, under the random mechanism F�, it is never profitable for a student two
misstate her preferences by switching those two schools in her preference. In the firms–
workers model of Roth and Rothblum () with strict preferences on both sides, it
was found that under the firm-proposingDA algorithm itmay be profitable for a worker
to submit a truncated preference, where a truncation of a preference list Ri containing
r acceptable firms is a list R′

i containing r′ ≤ r acceptable firms such that the r′ firms in
R′

i are the top r′ in Ri with the same order. Since we are analysing the SOSR, with strict
priorities, the truthful statement of a student would be her dominant strategy, ruling
out any manipulation including truncation strategies. It turns out that, in the case of
weak priorities too, truncation strategies areneverprofitable for students, independently
of their beliefs about the preferences and priorities of others. However, another set of
strategies might emerge, even when the student has almost no information allowing
her to distinguish between others’ priorities and preferences. Formally, an extension of a
preference list Ri containing r acceptable schools is a list R′

i containing r′ ≥ r acceptable
schools such that the r elements of Ri are the top r in R′

i with the same order. Under
F�, manipulation by announcing an extension strategy may be profitable even under
symmetric information, as illustrated in example .

Example . Consider three students , , and , and two schools x and y each having
one seat. Suppose that every student has equal priority for all schools. Student ’s vNM

 It is possible that a student may have an incentive to manipulate mechanism F� under an
incomplete-information environment, that is, without having detailed information about the others’
preferences. An example is when certain schools are commonly recognized as being popular, i.e., ex
ante more likely to be highly ranked by the students. In that case a student i who has high priority at a
popular school x may find it profitable to lift school x in her submitted ranking. The rationale is that she
may gain if she is temporarily assigned to x at step  of the algorithm and if she is able to “trade” x at
subsequent stages of the algorithm. Such a manipulation would be profitable only if student i does not
rank x very highly but has sufficient confidence in the popularity of x. Hence one would expect the ex
ante likelihood of this manipulation to be low.

 See Erdil and Ergin () for a detailed analysis of strategic behavior under low information.
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preference is given by u(y) = , u() = , and u(x) = −ε for some ε > , hence her
true ordinal preference R is such that yPPx. Her beliefs over �x, �y, R, and R are
independent and uniform over the respective domains; in particular, they are symmetric
for x and y. Suppose that the random mechanism F� is being used and that student  is
contemplating to manipulate her true ranking and announcing the extension R′

 such that
yP′

xP′
.

Recall the algorithmcorresponding to our randommechanismandfix a realisation of�,
R−, and�′∈ T (�). Conditional on (R−,�′), if student  submitsR, and the algorithm
assigns her to y, then this assignment must have been reached in step  as a result of the
DA algorithmbeing applied to (R,R−,�′). In this case, if she submitsR′

, the algorithm
would again assign her to y in step  as a result of the DA algorithm being applied to
(R′

,R−,�′). Therefore student  can lose by announcing R′
 instead of R, only if the

realization (R−,�′) is such that she is left unassigned if she announces R. Before the
realization of (R−,�′), this expected loss is bounded above by ε from the point of view
of student .
On the other hand, if the realization of (R−,�′) is such that

R R

x y
y x
 

�′
x �′

y
 
 
 

then student  is left unassigned if she submits R and she is assigned to y if she
submits R′

. Let p >  denote the probability of the above realization. If the student’s
risk preferences are such that ε < p, then she will prefer to announce R′

 when her true
ordinal ranking is R.
The only profitable strategic manipulation in a low-information environment is to

lengthen one’s list. If, in addition, it is common knowledge that all schools are acceptable
for all students, then being truthful is a Bayesian Nash equilibrium of the preference
revelation game under the random mechanism F�.

Unconstrained efficiency and consistency
....................................................................................................................................................................

The efficiency and consistency of the SOSR are intimately related. What it means for a
rule to be efficient is more or less standard, and we already gave the formal definition
earlier. So, let us now discuss consistency in a bit more detail.
Many school choice programs allow parents to appeal the outcome of the match.

The appeals process, which can be considered as a second round, can be very costly,
as mentioned in footnote. Ideally, an assignment rule would not lead the participants to
challenge the outcome and go on to a second round of matching with hopes of getting a
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better match. In other words, it is desirable for a rule to be robust to non-simultaneous
allocation of school seats. Example ?? above also points to a tension between respecting AQ: no.?
priorities and such robustness. Suppose SOSR is applied in two rounds, and ’s final
allocation is determined in the first round. Since f �(R) = (x, y, z), student  must
be assigned to x. If in the second round, the SOSR is applied to the reduced problem
to which  no longer belongs, then the assignment (z, y) is selected. The latter is not
only inconsistent with the assignment selected in the first round, but it also violates
the priority of  for y. Which priority structures guarantee that the SOSR is robust to
non-simultaneous assignment of schools?
This property is known as consistency.  For any non-empty subset of students N ′ ⊆

N, a preference profileR, a priority structure�, and an assignmentμ, letRN ′ = (Ri)i∈N ′ ,
� |N ′ = (

�x |N ′
)

x∈X , and μ|N ′ : N ′ → X ∪ N ′, respectively denote the restrictions of
the preference profile, the priority structure, and the assignment to N ′. Given a pair
(�, q), a non-empty subset of students N ′ ⊆ N, a subset of q′ = (q′

x)x∈X seats of the
schools, where q′

x ≤ qx for each school x, and a preference profile R, consider the set of
constrained efficient assignments for the smaller assignment problem E ′ = (

N ′, q′,RN ′
)

with respect to �|N ′ . Let us call the map that associates the set of constrained efficient
assignments with any such smaller problem E ′ = (

N ′, q′,RN ′
)
, the extended SOSR asso-

ciated with� and denote it by f̄ �.
Given an assignment problem E = (

N, q,R
)
, an assignmentμ for E and a non-empty

subset of studentsN ′ ⊆ N, the reduced problem rμ

N ′(E) ofE with respect to μ and N ′ is the
smaller problem consisting of studentsN ′ and the remaining school seats after students
in N \ N ′ have left with their school seats under μ, i.e., rμ

N ′(E) = (
N ′, q′,RN ′

)
, where

q′
x = qx − |μ−(x) \ N ′| for each x ∈ X. Consistency requires that once an assignment
is determined and some students have been assigned to their seats before the others,
the rule should not change the assignments of the remaining students in the reduced
problem involving the remaining students and seats. Formally, f̄ � is consistent if, for
any problem E = (

N, q,R
)
, one has μ|N ′ ∈ f̄ �

(
rμ

N ′(E)
)
for all μ ∈ f̄ � (E). Consistent

rules are coherent in their outcomes for problems involving different groups of students
and robust to non-simultaneous assignment of seats.
When priorities are assumed to be strict, Ergin () gives a concise characterization

of priority structures for which f � is efficient. In fact, he shows that the same “no-cycle
property” also characterizes the priority structures� for which f � is consistent. When
q = , a cycle of � is defined as: i 
x j 
x k 
y i, where i, j, k are distinct students,
and x, y are distinct schools. When there are multiple seats in some schools, we need
a scarcity condition, which requires that there exist (possibly empty) disjoint sets of stu-
dents Nx,Ny ⊆ N\{i, j, k} such that the students in Nx have strictly higher �x-priority
than j, the students in Ny have strictly higher �y-priority than i, |Nx| = qx − , and
|Ny| = qy − . If � has no cycles, it is called acyclic. Ergin () shows that for any

 See Thomson () for a survey of the consistency principle in allocation problems. In
indivisible-object assignment, see Ergin (), and Ehlers and Klaus () for a discussion of
consistency principle for deterministic rules, and Chambers () for when randomizations are
allowed.
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strict priority structure�, the following are equivalent: () f � is efficient, () f � is group
strategy proof, () f̄ � is consistent, ()� is acyclic.
When priorities are weak, acyclicity is still a necessary condition for efficiency and

consistency separately. However, it is no longer sufficient. For instance, in example ??,
each priority ranking has only two indifference classes, whereas the cycle conditionAQ: no.?
requires i 
x j 
x k for some school x. Hence � is acyclic, yet as we have seen, the
(extended) SOSR is not efficient (consistent). Therefore one needs a stronger condition
on � than acyclicity in order to ensure that f � is efficient (f̄ � is consistent). For every
�, x ∈ X and � ∈ N, letWx(�) = {m ∈ N | m �x �} denote the set of students who have
weakly higher�x-priority than �.

Definition . A weak cycle of � comprises distinct x, y ∈ X and i, j, k ∈ N such that the
following are satisfied:

• Cycle condition: i �x j 
x k �y i,
• Scarcity condition: There exist (possibly empty) disjoint sets of students Nx,Ny ⊆ N \

{i, j, k} such that Nx ⊆ Wx(j), Ny ⊆ Wy(i), |Nx| = qx −  and |Ny| = qy − .
A priority structure is strongly acyclic if it has no weak cycle.
Now we are ready to express the characterization:

Theorem  (Ehlers and Erdil, ). Given any priority structure �, the following are
equivalent:

() f � is efficient,
() f̄ � is consistent,
() � is strongly acyclic.

Hence, efficiency and consistency of the (extended) SOSR go together, and can be
determined simply by checking whether the priority structure has strong cycles or not.
This easy-to-verify criterion can serve as a guide to the designer who sets the priorities
in terms of ensuring ex post efficiency. One consequence of the above theorem is that
strong acyclicity of the priority structure ensures efficiency of the stable improvement
cycles algorithm.
Note that if � is strict, a weak cycle is a cycle, and acyclicity is equivalent to strong

acyclicity, therefore theorem  implies Ergin’s theorem. Applying Ergin’s theorem to
strict resolutions of �, and checking whether they are acyclic or not is also not the
correct criterion for efficiency of the SOSR. For instance, suppose that there are three
students i, j, k, and three schools x, y, z with priorities as:

�x �y �z

i j k
j, k i, k i, j

It is straightforward to verify that � is strongly acyclic. Hence, by theorem , f � is an
efficient rule. However, any tie breaking would lead to a cyclic strict priority structure,
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and accordingly the SOSR associated with any fixed tie-breaking rule will necessarily be
an inefficient rule. For example, say the tie breaking in�x favors j over k, so the derived
priorities imply i 
′

x j 
′
x k and k 
′

z i.The “
′
x priority j has over k” in this new priority

structure�′ constrains further the mechanism’s flexibility to assign x to k, and can lead
to inefficiency. Thus, the artificial priorities generated in tie breaking created too many
extra constraints. This is in contrast with the fact that, here, the stable improvement
cycles algorithm would always return an efficient assignment.

Strategy-proof Pareto improvement
....................................................................................................................................................................

Theorem ?? points out the tension between stability and efficiency for a large class of pri- AQ: no.?
ority structures, namely those which fail to be strongly acyclic.Theorem ??, on the other
hand, highlights the tension between constrained efficiency and strategy proofness.
One way to remedy the inefficiency associated with cyclical priority structures could
be to coarsen them to remove the cycles. Ehlers and Erdil () discuss one means of
coarsening, but of course such redesigning of priorities may end up disregarding some
of the original objectives of prioritizing some students over others. Another approach
to Pareto improve the student-optimal stable matchings is to relax the stability notion
in a way which does not hurt any student compared with the SOSR. For example,
when the student-optimal stable matchings are not efficient, Kesten () suggests
allowing violations of priorities as long as everyone is guaranteed a school which is
at least as good as what they would have under the original stable mechanism. Such
Pareto improvement over the SOSM can be achieved in many ways. For instance, we
can simply implement the core of the market in which every student is endowed with
her optimal stable school seat.  In Kesten’s model, in addition to expressing their
preference rankings, students can declare whether they consent to the violation of their
priorities as long as such consent does not harm themselves. Now, if the student-optimal
stablematching is not stable, one can look for Pareto improvements whichwould violate
the priorities of only those who had given consent. This attractive proposal has one
drawback though. It skews the incentives associated with preference revelation. Kesten
() shows that there is no strategy-proof and Pareto-efficient mechanism which
always returns a matching that Pareto dominates the student-optimal stable matching.
More generally, say a mechanism g dominates another mechanism f if for every pref-

erence profile R, the matching g(R) weakly Pareto dominates f (R), and the domination
is strict for at least one preference profile. Abdulkadiroğlu et al. () prove that if the
priorities are strict, there is no strategy-proof mechanism which Pareto dominates the
DAmechanism. In particular, it is impossible to take advantage of consent in a strategy-
proof way. Another implication of this impossibility is regarding the constrained ineffi-
ciency of the deferred acceptance with arbitrary tie breaking. Once the ties in priorities

 See Kesten () for a more sophisticated approach which has the attractive property of keeping
the number of eventual violations of priorities to a minimum.
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are broken in some exogenous way, what we are implementing is the DA mechanism
with strict priorities. Therefore, if the stable improvement cycles algorithm begins with
some fixed tie-breaking rule, it will not be strategy proof. On the the other hand,
this does not imply the impossibility result given in theorem ??. This is because theAQ: no.?
random mechanism F� does not necessarily dominate the DA with some particular
tie-breaking rule.
It turns out that it is the non-wastefulness of the DA mechanism which makes it

undominated within the class of strategy-proof mechanisms. A (deterministic) mech-
anism f is called non-wasteful if for all R and for each student i, if some school x has
an empty seat under f (R), then fi(R)Rix. If a mechanism is wasteful, then at some
preference profile, the outcome of the mechanism would have a school with an empty
seat, while some student prefers this school to her assignment. Erdil () shows
that a strategy-proof, non-wasteful mechanism is not dominated by a strategy-proof
mechanism. While this fairly general result subsumes the earlier impossibilities for
deterministic mechanisms, it is mute about the actual random mechanism used in
various school choice programs.
For example, in New York City and Boston, a uniform lottery chooses a linear order

of students. This linear order is then used to break the ties before running the DA
algorithm. So if T is the set of tie-breaking rules, each of which follows a linear order on
the set of agents N, then |T | = (n!). Denoting by DAτ the deferred acceptance applied
after the tie-breaking rule τ , the random deferred acceptance (RDA) mechanism is

RDA = 
n!

∑
τ∈T

DAτ .

For random mechanisms, first-order stochastic domination (FOSD) provides an
unambiguous way of telling when one mechanism dominates another. Formally speak-
ing, a mechanism g dominates f if for every preference profile R, and every student i the
lottery gi(R) FOSD fi(R); and the domination is strict for at least one student at some
preference profile.
Erdil () finds that the RDA is not on the efficient frontier of strategy-proof

mechanisms. In other words, there is a strategy-proof mechanism which every student
prefers to the RDA. The proof is constructive, and the idea behind the construction is
generalized to explore the extent of strategy-proof improvement whenever a mechanism
admits strategy-proof improvement.
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john rust, joel watson,
and john watson 

Well-functioningmarkets do not always spring up spontaneously. As economists, we
are well-positioned tomonitor andmodify themarket through which newmembers
enter our profession. (concluding sentence, p. , from Coles et al., )

Introduction
....................................................................................................................................................................

In this chapter we discuss attempts to improve the operation of the job market for aca-
demic economists via the creation of EconJobMarket.org (EJM), which was launched in
the fall of . While we shall definemore precisely what wemean by the “economics
job market” shortly, it consists primarily of the annual market for jobs for young

 While all authors of this chapter have an affiliation with EconJobMarket.org (EJM), not all of them
are officers or members of the board of directors, and none of the statements or views expressed herein
should be taken as being endorsed or approved by Econ Job Market Inc.

 Econ Job Market Inc. was founded by Martin Osborne, John Rust, and Joel Watson. The views
expressed herein are those of the authors and do not necessarily represent the positions or policies of
Econ Job Market Inc. or those of Martin Osborne. The authors include some of those who have
volunteered to help develop and manage EJM, and others who are interested in job matching and
research on alternative job market mechanisms, but do not include all directors and officers of EJM.
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economists who either recently completed or who are about to complete their PhD
degrees. As stated on the EJMwebsite <https://EconJobMarket.org>, this service “seeks
to reduce the costs of information flow in the economics job market by providing
a secure central repository for the files of job-market candidates (including papers,
reference letters, and other materials) accessed on line.” A secondary goal of EJM is
to use some of the data in this central repository to support research that focuses on the
operation of the economics job market (subject to all restrictions necessary to preserve
confidentiality of participants and comply with all relevant privacy laws and human
subjects protections). We feel that lack of adequate data has impeded research on the
operation of many labor markets, and a comprehensive database could prove invaluable
to better understanding of our own.
The primary role for EJM is not research, however, but to serve as a labor market inter-

mediary with the goal of reducing search and transactions costs to market participants.
As such, we view EJM as a modest innovation that does not otherwise attempt to alter
the basic decentralized search and matching process that has characterized the operation
of the economics jobmarket since its inception. Examples ofmore ambitious and radical
market designs include computerized matching services, such as those used in the
market formedical residents (see, for example, Roth ; andNiederle andRoth ).
Even though EJM serves the limited role of online transmission of applications to

reduce search and transaction costs, previous studies have shown that similar insti-
tutions can have large effects on labor market outcomes for both sides of the market.
One such service, called Alma Laurea, was established by Italian universities in 
to improve the labor market for graduates of a consortium of Italian universities. The
effect of this intermediary on this jobmarket was analyzed by Bagues and Labini ().
Their main conclusion is that “the adoption of the online labor market intermediary
under study improved graduates’ labor market outcomes three years after graduation”
and their analysis suggests that “online labor market intermediaries may have a positive
effect on matching quality” (p. ).
Economic theories of market design often presume the existence of a central planner

with the authority to impose virtually any chosen system of market rules on market
participants. In reality, inmostmarkets, no single person or organization has the author-
ity to impose such changes, because most markets are commons that are not owned by
any single organization. Various practical and legal obstacles, as well as coordination
problems, make it difficult for individuals to significantly alter many markets, because
any change in the market invariably has adverse welfare consequences for at least some
market participants who may have strong vested interests in the status quo. This is
certainly true in the market for academic economists: the creation of EJM offers a case
study in the challenges confronting evenmodest attempts to improvemarket outcomes.
Despite these challenges, we show that the use of EJM has grown exponentially since

its introduction in , to the point where it is now handling a significant share of
all job applications in the economics job market. This suggests that even modest inter-
ventions with the limited objective of reducing transaction costs may be able to alter
the operation and structure of the market, making the information available to market



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

can the job market for economists be improved? 

participants more centralized. Further, EJM provides a technological platform that may
facilitate more ambitious and useful changes to the market in the future, changes that
would likely be much more difficult to implement in a completely decentralized market
without EJM. In particular, we discuss a promising alternative design—computerized
matching systems—that has the potential to further improve job market performance.
In the next section, we describe the economics job market and some of the problems

that motivated the creation of EJM in order to operate more efficiently. While the idea
of using information technology, and particularly the power of the web to transmit
the information necessary for this market to operate, is quite natural, we argue that
uncoordinated, unrestricted entry of labor market intermediaries in a fundamentally
decentralizedmarket has the paradoxical effect of increasing search costs, andworsening
market outcomes, an outcome we refer to as market fragmentation.
In the third section, we describe how EJM attempts to achieve the key benefits of

reduced search and transaction costs that modern information technology can provide,
while avoiding the harm that can be caused by excess entry of labor market interme-
diaries and market fragmentation. EJM is a non-profit organization that provides a
limited set of services to the economics market so inexpensively that long-term survival
of for-profit competitors may be difficult in its presence.We argue that there is a natural
monopoly aspect to the primary function that EJM provides, namely, its role as a data
repositorywheremost of the relevant data thatmarket participants need can be accessed.
If a single site such as EJM can emerge as a market maker that provides essentially all of
the relevant data on jobs and job candidates, then the problem of market fragmentation
can be solved and market efficiency can be significantly improved. However, to the
extent that there is a natural monopoly aspect to this market-making function, we argue
that EJM needs to operate as a non-profit whose operation is regulated so that it serves
the interests of the profession as a whole.
We discuss how various forms of beneficial competition can be encouraged once a

dominant non-profit market marker is in place. In particular, there can be competition
among various intermediaries that provide various “front end” and “back end” data
connection services to the central data repository.The key participants in the economics
job market are recruiters, applicants, and recommenders. A “front end” is a software
interface to EJM that serves applicants, and assists them in searching and applying
for ads, or assists recommenders in uploading and transmitting reference letters to the
central data repository. A “back end” is a software interface to EJM that transfers applica-
tions received by a specific recruiter from the central data repository to a separate secure
computer database to permit further confidential analysis of applicants. EJMencourages
competition among firms that provide these sorts of additional front- and back-end
services, and we argue that unrestricted competition among such intermediaries will
be beneficial (resulting in better software at a lower price) without the negative side-
effects of market fragmentation provided they all have equal access to, and agree to be
interoperable with, this single central data repository.
EJM’s objectives may be compared to the role that the non-profit organiza-

tion ICANN <http://www.icann.org> plays in managing private competition in the
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provision of registered domain names for the Internet. By centralizing the role of
assigning domain names and allowing other intermediaries to compete on other service
dimensions like price, ICANN has substantially centralized the market while fostering
competition. ICANN has recently considered adopting auctions as a method of selling
top-level domains, providing another example of how centralization can be the first step
to institutions that incrementally improve their design over time.
In the fourth section, we present several models that illustrate how the entry of

a non-profit intermediary similar to EJM can reduce market fragmentation, and the
associated search and transaction costs, and thereby improve overall market efficiency.
A secondary efficiency question is whether an intermediary such as EJM, by success-
fully reducing market fragmentation and search and transactions costs, would create
incentives for candidates to make excessive numbers of job applications. Labor market
intermediaries such as EJM operate primarily to reduce the cost of transmitting infor-
mation but they may do relatively little to help recruiters reduce the cost of evaluating
this information. Onemight wonder if an intermediary such as EJM could worsenmar-
ket outcomes if recruiters, flooded with many more applications than they previously
received, end up devoting less effort evaluating each application, thereby compromising
their ability to identify the best candidates. One solution is for recruiters to set applica-
tion fees, which EJM facilitates as contributions to support the service. But where fees
are not required, there still is the question of whether the number of applications is
excessively high.
In the fifth section,we discusse someof these problems and the potential role formore

radical centralized mechanisms for operating the economics job market such as com-
puterized matching algorithms or position auctions. We discuss recent contributions
to the analysis of matching mechanisms from a mechanism design perspective, and
the feasibility of implementing efficient outcomes via methods such as auctions. While
thesemechanisms have the potential to overcome problems that themore decentralized
mechanisms cannot solve, the main challenge is that market participants cannot be
compelled to use them. As we noted earlier, since there is no single individual or orga-
nization that “owns” the economics job market, the success in establishing these more
ambitious types of market mechanisms is limited by voluntary participation constraints.
Niederle and Roth () have noted the problem of unravelling (akin to the problem
of adverse selection in insurance markets) that can make more centralized designs
unviable if groups of recruiters and candidates choose not to participate in a proposed
mechanism.
Note that a completely different meaning for the term “unravelling” was introduced

by Neeman and Vulkan (). They proved that decentralized trade via matching and
bilateral bargaining is also subject to unravelling in the sense that when traders can
choose whether to engage in bilateral bargaining or to trade in a central marketplace,
there are strong forces that ensure that “all trade takes place in the centralized market”
(p. ). We believe the key insight underlying Neeman and Vulkan’s sense of “unrav-
elling” is the key to the rapid growth in EJM, at least to the extent EJM constitutes the
“centralizedmarket.” However, the Niederele–Roth sense of unravellingmay also be the
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key explanation of why the adoption of more centralized designs such as computerized
matching mechanisms may be a far more challenging objective.
In the sixth section we conclude with comments and ideas for future research as well

as ideas for future market experiments that build on the EJM platform, assuming that
it continues to remain a viable entity, with resources and support for undertaking more
radical types of market experiments.

The economics job market
....................................................................................................................................................................

In comparison with many other labor markets, the existing economics job market is
actually quite organized. The American Economic Association (AEA) has facilitated
the market for new PhD economists in the US by supporting job interviews in hotel
rooms during the annual Allied Social Science Association (ASSA) meetings (currently
held annually, in early January), and creating the Job Openings for Economists (JOE)
advertising service in . In  the JOE became an exclusively online service and,
according to Coles et al. (), in  over , academic jobs and over ,
non-academic jobs for PhD-level economists (both senior and junior) were advertised
on JOE.
Services such as JOE use the web only to publicly advertise the existence of jobs, and

fail to provide additional online application and reference letter transmittal services. Since
each recruiter must review each job candidate in a relatively short time span, efficient
information processing becomes a crucial feature of themarket. Each year, roughly from
late October until early December, thousands of recruiters advertise positions they seek
to fill, and thousands of job candidates submit applications for these job advertisements.
Each application typically involves the transmission of the candidate’s curriculum vitae
(résumé), his or her job-market paper or other writing samples, and letters of recom-
mendation from several references. Often, a candidate might specify three or more
letters of recommendation in each application, and these must be transmitted to the
recruiter separately, since they are intended to be confidential and not seen by the
candidate.
Prior to the entry of intermediaries, such as EJM, most applications in the economics

jobmarket were submitted in paper by traditional mail. Applicants needed to copy their
curriculum vitae and writing samples, and mail these by post to dozens of different
prospective employers—in many cases  or more. Coles et al. () report that in
, several thousand candidates were applying to nearly , job advertisements in
the US andNorth America region alone, and that a typical candidatemightmake eighty
applications. If there are at least three references per application, then the operation
of the job market also involves transmission of more than , reference letters.
The collective time and other resources necessary to copy and mail all of this infor-
mation in each job market season is, by itself, a potential source of significant economic



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 sarbartha bandyopadhyay et al.

inefficiency. In addition, there is substantial additional secretarial effort necessary to
maintain and to file paper-based applications, since many recruiters may receive  or
more applications to each job advertisement they post.

Online labor market intermediaries

With the advent of the Internet and the web, many of the transaction costs associated
with the simple transmission of the application materials and references can be greatly
reduced by creating efficient web-based advertising and application services. EJM was
not the first and is certainly not the only organization to provide such services, even
within the economics job market. For example, one of the largest such companies,
Monster.com, was founded in  with the goal of facilitating digital recruiting in
general labor markets.
In the narrower area of academic recruiting, several companies exist, such as

AcademicKeys.com, which started taking online job applications in , and High-
erEdJobs.com and the Chronicle of Higher Education. Within economics, there are
several other for-profit and non-profit services that offer or previously offered approx-
imately the same set of online services that EJM provides, including jobmarkete-
conomist.com (founded in , merged with EJM in ), AcademicJobsOnline.org,
(launched in ), Econ-Jobs.com, econjobs.com,www.thesupplycurve.com (founded
in ) andWalras.org (founded in  andwhich beganproviding online application
services in ).
In addition to the systems and organizations named above, there are other for-profit

companies that are starting to capture a significant share of the human resource (HR)
administration market and that provide database tracking of all aspects of behavior and
records for employees of large companies starting at the date of hire. One example is
PeopleAdmin.com, founded in  “to reduce the cost, risk, and time spent manag-
ing human resources for government, higher education, and non-profit organizations.”
PeopleAdmin’s systems include online application components that are now used by
many large universities, including Columbia, University of Pennsylvania, New York
University, and the University of Maryland. These online application services can also
collect letters of recommendation from references named by an applicant in their online
application.

Excess entry and market fragmentation

Given all of the various organizations and new online systems providing online appli-
cation and reference letter transmittal services, is there a need for yet one more entrant,
such as EJM? Could additional intermediaries actually degrade the functioning of the
market? When recruiters must choose among many intermediaries there is a danger of
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market fragmentation. The problem is that market participants—especially candidates
and the recommenders who submit reference letters—generally have to duplicate their
efforts for each online system that recruiters use to collect application materials. These
duplicative tasks include establishing accounts, submitting applications, uploading doc-
uments, and uploading reference letters.
A casual analysis of the situation suggests that a single intermediary could integrate

all the cost-reducing features that other intermediaries provide, and eliminate the inef-
ficiencies associated with fragmentation, thereby leading to an efficient outcome. Due
to the natural economies of scale of information centralization, amarket wheremultiple
intermediaries are operating can be said to suffer from excess entry. If there were a single
online system then the market participants would need to visit only one site to make an
application, then post an advertisement, or upload a recommendation letter, and tasks of
establishing accounts, uploading documents, and creating biographical profiles would
be done just once.
Such a casual analysis, however, ignores a number of issues. First, the services offered

by different intermediaries offer different advantages and disadvantages, and this pro-
cess of experimentation and innovation is potentially valuable. Second, competition and
the threat of entry discipline incumbent firms. For example, amonopolist may decide to
restrict the focus of his service to increase profits, shutting some portions of the market
out from access to more efficient intermediation. Finally, a market might pursue both
competition and centralization by adopting policies that centralize the information,
but encourage firms to compete on other service dimensions, such as their interface
or algorithms that search for potential candidates.
The problem of excess entry of intermediaries is already present to an extreme

degree in a closely related market: online applications to graduate schools. Faculty are
now familiar with the various services such as Embark.com, ApplyYourSelf.com, Colle-
geNet.com, and dozens of other home-grown application systems designed by individual
universities for taking applications by undergraduates for admission to graduate school,
and corresponding websites that faculty must negotiate to upload letters of recommen-
dation on the students who name them as references.
Because of poor software design and lack of standardization, many of these sites force

faculty to hunt their email boxes for requests to provide letters of recommendation,
to find or to request the requisite account and password, to go to the site to login
to enter and re-enter contact information, to fill out extended questionnaires about
the student they are recommending, and then finally to upload the letter of recom-
mendation. All this must be done per recommendation and it can take between  to
 minutes to negotiate a single form. A typical undergraduate student may apply to
a dozen or many more graduate schools. Thus, the huge collective time burden on
faculty of simply transmitting the reference information on their students who apply to
graduate school becomes immediately apparent. Of course, students who are applying
to graduate schools face these costs as well, even more so, since in addition to the
time burden they may have to pay an application fee ranging from  to  per
application.
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There is increasing concern that the problems we see in market for graduate school
applications will start to spread to the next level up, to the job market for new PhDs.
Indeed, we are starting to see the same sort of lack of coordination and excess entry of
labormarket intermediaries in the economics jobmarket, and this is already creating an
unnecessary burden on faculty who write recommendations letters for their graduating
PhD students applying for jobs. In a private communication John Siegfried, Secretary-
Treasurer of the American Economics Association and the Director of the JOE since
, noted that “By far the most annoying part of the process is the unique websites
adopted by the Human Resource Departments of various employers, and especially
those that can detect that it is our departmental assistant who is pretending to be us,
and block her from entering the data.” Also, in a private communication, Nancy Rose
expressed similar frustration from her perspective as placement officer at MIT, partic-
ularly for recruiters that use “employer-specific URLs” which she feels have become “a
complete nightmare.” Rose concluded that “I think this system is inefficient and much,
much too burdensome for PhD granting departments with any sizable number of stu-
dents on the market in a given year. Financial pressures at many universities (including
MIT) have led to staff reductions that exacerbate this cost for faculty.”

EconJobMarket.org
....................................................................................................................................................................

In this section, we provide a brief description of the EJM software/site and and some of
the services it offers, and provide some data on the level of usage and rate of adoption
of EJM by the market. In particular, the descriptive analysis outlines the rapid growth
of EJM, which has doubled in size each year since its introduction. In general, we
see that candidates are making more applications using EJM, and that the number of
applications received per post has grown very rapidly. These findings suggest a number
of interpretations and market design issues, which we discuss.

Functionality of EJM

The EJM software is undergoing continual development and improvement, but in this
subsection we describe the state of the EJM software as of March . As noted earlier,
there are three types of user accounts on EJM: () recruiters, () candidates, and ()
recommenders. All of these accounts are free, but there is provision in the EJM software
for recruiters and candidates to make voluntary contributions. While virtually any
organization wishing to recruit economists is allowed to have a free account on EJM,
applications are reviewed, so recruiters that attempt to post advertisements requiring
skills that are not deemed to be sufficiently close to economics can be prohibited from
using the site.
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Recruiters typically receive a permanent account, allowing their personnel to post
new job advertisements at any time. A posted advertisement can utilize the EJM func-
tionality for the transmission of application materials, or simply explain the details of
the job, and give candidates further instructions on how to apply elsewhere.
As applications are submitted for job postings, recruiters can search the application

files of individual candidates interactively by logging in and selecting a search/view
applicants function. Also, recruiters are also allowed to download an Excel-compatible
file listing the name, organization, degree, and other key information of the applicants,
and a zip file that contains thematerial submitted by candidates, as well as any reference
letters. Recruiters can also download individual PDF-formatted “virtual application
folders” consisting of a cover page, the curriculum vitae reference letters, and all other
files uploaded by the candidate as part of the application. This allows the authorized
members of the recruiting organization to view the files at their convenience.
On the other side of themarket, candidates obtain free accounts fromwhich they can

upload their vita, job-market papers, teaching or researchmaterials, and other papers or
writing samples. While logged into EJM, candidates can search or browse the available
advertisements, and apply to any for which recruiters accept online applications via
EJM. Typically, different recruiters request different materials, and candidates person-
alize their applications slightly to each job. A key feature of the EJM interface is that it
provides recruiters great flexibility to design their application forms and required doc-
uments, and it gives candidates similar flexibility in applying to different job postings.
When candidates submit an application through EJM, they also specify their refer-

ences. Recommenders can select whether to be notified every time they are named by
candidates, and a new, free account is created if a person named as a reference does not
already have a recommender account on EJM. As described below, EJM provides a great
deal of flexibility and confidentiality to recommenders concerning how their reference
letters are distributed through the EJM system. Also, EJM allows recommenders to
specify other individuals to serve as their proxies, allowing authorized individuals such
as administrative assistants or placement secretaries to manage the recommendation
requests on their behalf. Since all of this information is centralized, the system notifies
candidates when letters have been submitted, which provides a greater sense of assur-
ance to candidates that their files will not be discarded for being incomplete.
EJM also conducts identity verification of all references to ensure that letters of refer-

ence on each applicant are really written and uploaded by the reference, minimizing
the chance that EJM could be used to transmit fraudulent reference letters. To our
knowledge, none of the other commercial intermediaries serving the economics job
market provides this functionality: instead, the other services transmit applications, but
not reference letters. Applicantsmay be able to name their references using the commer-
cial sites, but make recruiters responsible for collecting the reference letters on their
applicants separately, perhaps using a separate intermediary such as Interfolio.com.
EJM provides a complete service: transmitting both the applications filed by applicants,
and the reference letters provided by references, so that recruiters have all relevant
information they need to evaluate the applicants to the positions they advertise on EJM.
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Descriptive analysis of the EJM growth, users,
and application decisions

Thefirst year EJMbecame operational, in the / jobmarket season, it was running
in “beta-test mode,” and the number of job advertisements was deliberately restricted
since the officers of EJM were reluctant to take the risk of fully scaling up the site until
the software had been sufficiently tested. After the first year, and after a number ofminor
bugs were discovered and fixed, the EJM site was scaled up, and allowed to operate on
an unrestricted basis. As a result, we restrict our analysis to the subsequent four full “job
market seasons” that EJM has served, over the period of time August ,  until .
We define a job market season to be from August st in year t to July st in year t + ,
because job activity on the EJM site tends to be highest in the months of November and
December, and lowest in the months of July and August. Note that we only have partial
data for the most recent job market season, for the period August ,  to February
, .
In Figure . we plot the growth in various measures of EJM’s size over last four

job market seasons. Overall, EJM grew exponentially, with annual growth rates for
nearly all of the measures of EJM size and activity well in excess of  per year. The
top left-hand panel of Figure . depicts the number of job advertisements placed on
the EJM on a daily basis since the site went live in August . Notice the dramatic
peaking in the number of job advertisements during the periodNovember toDecember
in each year, the period of maximum activity in the primary economics market. As
noted, the summer is the slow season for EJM, and the number of advertisements falls
off considerably during these periods. At the peak there were over  advertisements
posted on EJM in the / job market season. By comparison, the December 
JOE had  job advertisements, and the November JOE had  job advertisements.
Thus, EJM has grown very rapidly and already accounts for a significant share of all job
advertisements posted in the primarymarket for economists (since JOE iswidely known
to be the main site where job advertisements for economists are placed, particularly for
jobs in North America).
The top right-hand panel of Figure . plots the cumulative number of job advertise-

ments posted on EJM as of the first of each month. By February , , a cumulative
total of , advertisements had been posted on EJM, and the annualized growth rate
in the number of advertisements on the site was . We note that this unusually
rapid growth occurred during “recession years” when the demand for economists was
weak, and the number of job advertisements significantly lower than what would be
expected in normal economic times. The pronounced undulations in the number of
cumulative job advertisements posted reflect the seasonality of the job market, where
new advertisements posted increasemost rapidly during the fall and then increasemuch
more slowly during the slow season in the spring and summer of each year.
The top right-hand panel also plots the cumulative number of recruiter accounts

on EJM. As of February , , there were a total of  recruiter accounts. Further
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information on the types of recruiters and their nationalities will be provided shortly.
However, themain point is that the number of new recruiters registering to use EJMwas
growing at a rate of over  per year, and showed no obvious signs of slowing down. Of
course, this growth must eventually slow if EJM continues to grow and capture a large
share of all recruiters who are searching for economists with PhD degrees. Although
it is difficult to estimate the number of all potential recruiters of PhD economists
worldwide, we believe it to be at least several thousand organizations. Thus, the rapid
rate of adoption of EJM by new recruiters could continue for several more years.
In addition to the numbers of recruiters, the overall “quality” of the various recruiters

has been steadily increasing as well. During the – job market season, job adver-
tisements were posted by the highest-ranked economics and business schools world-
wide, including MIT, Stanford, Harvard, Penn, Brown, Cambridge, Oxford, University
College London, Columbia, Berkeley, andmany others. Also, leading private companies
such as the RAND Corporation, Yahoo! and Microsoft Research as well as leading
government organizations such as the US Federal Reserve System, Banque de France,
Sveriges Riksbank (National Bank of Sweden), and Congressional Budget Office have
established accounts and posted advertisements on the site.
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From the beginning, the most rapid growth in EJM was in the number of candidates
using the service. The lower panels of Figure . plot the number applicants and the
number of applications made using the EJM website. These have grown at  per
year with a particularly large jump in the number of applications during the /
job market season. By February , , there were nearly , candidate accounts
on EJM and over , applications had been processed by the EJM website.
The lower panels of Figure . also plot the growth in the number of recommenders

and recommendation letters that have been transmitted by the EJM website. The num-
ber of recommenders with accounts on EJM is growing at a somewhat slower but still
high rate of more than  per year. This growth slowed somewhat in the –
job market season since EJM adopted a policy of mandatory identity verification of all
applications for new recommender accounts. However, the number of recommenda-
tions that have been transmitted by the EJM system is increasing by over  per year,
and by February , , nearly , recommendation letters had been delivered to
recruiters by the EJM system.
These rapid growth rates suggest that EJM is indeed serving a need that was not

well met by other labor market intermediaries operating in the economics job mar-
ket. The numbers also suggest strong positive self-reinforcing feedback effects that are
often observed in other “two-sided markets” (see, e.g., Rysman ): The greater the
number and quality of candidates with accounts on EJM, the greater the value of the
site to recruiters, and vice versa. It is our impression that virtually all job market candi-
dates from the top-ranked economics departments worldwide had candidate accounts
on EJM during the last job market seasons, so the use of the service by candidates
appears to be nearly universal already. There is still some distance to go in terms of
recruiter accounts, and the number of recruiters and job ads placed on EJM could well
double or triple before we start to see diminishing growth. Furthermore, this growth
occurred entirely by word of mouth, since EJM cannot afford any significant amount of
advertising. EJM’s visibility has also been increased following endorsements from the
Econometric Society and the Canadian Economics Association, as well as an important
collaboration with the European Economic Association.
We now turn to a descriptive analysis of the types of recruiters and candidates who

have accounts on EJM, and an analysis of the application behavior by EJM candidates.
Table . lists the number of candidates who used EJM in each academic year, and
their characteristics. The number of candidates who registered for new EJM applicant
accounts increased from in / to , in the / jobmarket season.Not
all of these account holders actually made online applications via EJM: some may not
have found appropriate positions on the site, and some advertisements on EJM are links
that redirect applicants to apply on another site (such as the recruiter’s own application
system), and the statistics reported here refer only to the subset of applications that
were actually processed on the EJM site. Thus, in / only , out of the ,
new account holders actually submitted applications via the EJM system itself, but, by
/, , or the , new account holders submitted applications using the EJM
system. The higher fraction of candidates who actually submit applications via EJM no
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Table 7.1. Location and employment status of EJM candidates

2008/09 2009/10 2010/11 2011/12

Number of candidates 2,344 3,330 3,470 3,436

Panel A: Geographical location of candidates (%)

US 65.7 55.1 55.0 57.8
Europe (excluding UK) 10.2 18.0 19.2 19.4
Canada 10.6 8.2 6.6 5.7
UK 4.9 7.5 8.3 6.5
Asia 2.5 2.3 2.5 2.5
Indian subcontinent 0.8 2.4 2.4 2.0
Australia and New Zealand 1.9 2.0 1.9 2.5
Middle East 1.3 1.4 1.2 0.7
Latin America 0.6 1.1 1.0 1.4
Africa 0.3 1.3 1.0 0.7
Russia 0.0 0.3 0.1 0.2
Others or N.A. 1.2 0.5 0.6 0.6

Panel B: Existing employment status of candidates (%)

Phd student/dissertator 47.9 43.8 46.3 49.8
Postdoc/visiting scholar 9.0 10.6 9.8 8.3
Assistant professor 11.5 11.4 10.7 11.2
Associate professor 3.6 3.3 3.5 4.0
Full professor 2.8 2.6 2.9 2.2
Lecturer 5.0 4.9 5.1 4.6
Other academic 6.1 6.6 6.4 6.5
Non-academic 8.8 10.3 9.5 8.0

doubt reflects the larger number of advertisements that are posted on EJM, and the
increasing fraction that process applications via EJM instead of redirecting applicants
to apply elsewhere.
Table . reveals that over half of EJM applicants are based in the US although there

is a clear trend toward “internationalization” of EJM over time, with significant share
of candidates based in Europe, UK, and Canada. Panel B of Table . shows that nearly
half of all EJM applicants are PhD students who are expecting to receive their degrees,
and thus constitute what we refer to as the “primary market” for new PhDs. This was
the primary market that EJM was created to serve, but we see that EJM is equally
serving the “secondary market” for assistant, associate, and full professors who wish
to change positions, and a significant component of non-academic economists looking
for jobs.
In Table . we list the percentage distribution of new applicants signing up for

applicant accounts by their self-designated primary field. These distributions are fairly
stable across four successive job market seasons that EJM has served, except that we see
an increasing share of candidates in finance.We believe that this could be a consequence
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Table 7.2. Distribution (%) of candidates’ primary fields

2008/09 2009/10 2010/11 2011/12

Behavioral economics 1.7 2.3 2.2 2.2
Business economics 0.0 3.3 2.9 2.7
Computational economics 0.0 0.3 0.4 0.5
Development; growth 7.6 8.8 7.8 7.7
Econometrics 8.0 6.3 7.1 6.4
Economic history 0.9 1.3 1.0 1.0
Environmental; agricultural economics 4.8 5.7 7.2 6.0
Experimental economics 1.1 1.1 1.7 1.3
Finance 10.8 11.6 12.5 12.0
Health; education; welfare 0.7 3.9 4.5 4.6
Industrial organization 8.1 6.2 5.6 4.9
International finance/macro 6.1 4.7 4.3 4.2
International trade 4.9 5.1 4.8 4.7
Labor; demographic economics 7.6 6.4 6.8 7.0
Law and economics 0.6 0.9 0.6 0.4
Macroeconomics; monetary 12.0 11.6 10.1 10.2
Microeconomics 9.6 8.0 7.0 7.8
Political economy 0.1 0.2 2.4 2.3
Public economics 5.4 4.6 3.9 3.6
Theory 2.4 1.8 2.2 1.5
Urban; rural; regional economics 0.1 1.6 1.9 1.7
Other business/management 0.0 0.0 0.0 1.7
Other, any field, or N.A. 1.3 0.0 0.0 0.0

of loss of “Wall Street jobs” in the aftermath of the Wall Street crash in fall , and
subsequent downsizing in large Wall Street firms and banks. As a result, many individ-
uals who sought employment in the financial sector might diversify their job search to
include government and academic positions. Later we will also see this reflected in an
unusually large increase in applications submitted for a decreasing number of positions
in finance.
In Table . we list the number of recruiters—institutions that posted their job

openings on EJM—for each academic year and the composition of their character-
istics. The number of job ads posted on EJM increased from  in / to 
in /. The most common type of position advertised on EJM was for assistant
professors, accounting for  of all job advertisements on the site. However, we also
see a significant number of higher-ranked tenured and untenured associate professor
advertisements, full-professor advertisements, and advertisements for consultants and
economists needed for non-academic positions.
Panel B of Table . shows the geographic breakdown of where the advertised posi-

tions are located.Themajority of the advertised positions are located in the US, though
we see that over a third of all advertisements are for positions based in Europe and the



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

can the job market for economists be improved? 

Table 7.3. Characteristics of EJM Job advertisements

2008/09 2009/10 2010/11 2011/12

Number of advertisements placed on EJM 134 256 338 328

Panel A: Positions advertised (%)

Assistant professors 51.5 42.2 36.1 43.0
Associate professors 3.7 2.0 1.2 1.8
Full professors 5.2 3.9 4.1 5.2
Assistant or associate 0.0 0.0 4.1 6.7
Professor, any level 14.8 15.3 17.2 15.9
Post-doctorate 2.2 12.5 10.9 7.3
Lecturers and other academic positions 7.4 10.5 15.1 8.9
Consultant 0.7 2.7 0.6 2.4
Non-academic 9.7 10.5 10.4 8.8
N.A. 4.5 0.4 0.3 0.0

Panel B: Geographical location of job (%)

US 56.7 41.0 40.2 52.7
Canada 12.7 7.4 8.0 7.0
UK 7.5 6.6 8.6 6.4
Europe (excluding UK) 13.4 36.3 34.3 27.1
Australia and New Zealand 0.8 2.3 3.3 3.4
Asia 3.0 1.6 1.2 1.5
Latin America 1.5 1.6 2.7 0.0
Others or N.A. 4.5 3.0 1.8 1.9

UK. Similar to our findings related to candidates, recruiters from UK and Europe are
increasingly represented in EJM over time, and the large increase in the representation
of European recruiters in / may have reflected the endorsement of EJM by the
European Economic Association in .
In Table . we list the distribution of recruiter interest across research fields. The

number of advertised fields in Table . is larger than the number of recruiters because
one employer may list multiple research fields for its job advertisement. A noticeable
pattern is that the fraction of advertisements in the areas of “Development and growth”
and “Finance” decreased over this period. Although it is not conclusive, the increas-
ing supply of candidates specialized in “Finance" shown in Table . and the relative
decrease in the demand for finance PhDs among recruiters suggests that the market for
“Finance” is becoming more competitive for candidates relative to other fields. We also
observe a smaller number of job advertisements in the field “Macroeconomics; mone-
tary” and “International finance/macro,” whichmay be a bitter irony given that macroe-
conomic problems seem largely responsible for the weak job market for economists in
recent years.
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Table 7.4. Distributions of advertised research fields

2008/09 2009/10 2010/11 2011/12

Number of advertised fields 326 667 734 854

Any field 13.8 11.2 13.1 13.6
Behavioral economics 2.1 2.8 3.0 2.7
Business economics 0.0 3.0 3.7 2.1
Computational economics 0.0 0.7 1.4 1.3
Development; growth 4.0 4.0 4.3 4.3
Econometrics 8.0 7.6 8.4 7.5
Economic history 2.1 1.5 1.3 0.8
Environmental; agriculture economics 6.7 3.6 4.0 3.5
Experimental economics 1.5 2.1 1.9 2.0
Finance 8.0 6.3 6.7 7.3
Health; education; welfare 0.0 3.4 4.7 3.6
Industrial organization 5.5 6.1 5.3 5.9
International finance/macro 5.8 4.8 2.9 3.7
International trade 5.5 4.0 3.9 4.1
Labor; demographic economics 4.9 5.7 4.7 4.6
Law and economics 3.1 2.2 2.5 2.7
Macroeconomics; monetary 8.3 8.2 6.0 5.6
Microeconomics 7.7 7.3 6.7 7.4
Political economy 0.0 0.0 1.9 1.8
Public economics 5.5 5.1 5.3 5.6
Theory 1.5 2.2 2.2 2.1
Urban; Rural; regional economics 0.0 2.8 2.4 2.5
Others, N.A. 5.8 4.8 3.4 2.9

In Tables . and ., we present the average number of applications that a job
seeker sent via EJM, and that an employer received from EJM, respectively. As we
noted above, not all EJM applicant account holders use EJM to apply for jobs, though
the fraction who do submit applications via EJM has been increasing, and exceeded
 in the / job market season. We see that the total number of applications
processed per job season via EJM has quadrupled, from , in / to ,
in /. This increase is a result of two main factors: () the increasing number of
advertisements that are posted, and which take applications via the EJM site; and ()
the increase in the number of applications made by each applicant. As we noted, these
effects are clearly interrelated, since the greater number of job advertisements on EJM
increase the chance that applicants will find suitable attractive opportunities to apply
to.Thus, the average number of applications submitted per applicant via EJM increased
from eight in / to twenty in /.
Panels B and C of Table . illustrates that, regardless of the current position or

the geographical location or primary field of research of the applicant, all are making
increasing use of EJM, and submitting a higher number of applications through it
over time.
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Table 7.5. Applications submitted by applicants

2008/09 2009/10 2010/11 2011/12

Panel A: Statistics on applicants, job advertisements, and applications

Number who submitted applications 1613 1982 2254 2439
Number of job advertisements posted 134 256 338 362
Total number of applications submitted 12869 29711 36028 48557
Average number of applications per candidate 8 15 16 20
Maximum applications by a candidate 49 305 201 128
Std dev in average applications per applicant 0.2 0.6 0.5 0.5

Panel B: Average number of applications by employment status of applicant at time of application

PhD student/dissertator 9.3 16.4 16.5 22.2
Postdoc/visiting scholar 9.0 18.2 20.3 25.3
Assistant professor 8.4 18.2 22.3 22.3
Associate professor 8.0 20.9 17.1 23.0
Full professor 9.8 8.4 11.3 18.1
Lecturer 4.8 7.3 7.8 12.4
Other academic 5.8 9.1 12.0 14.1
Non-academic 9.0 40.3 20.2 19.8

Panel C: Average number of applications by geographical location of applicant at time of application

US 8.5 17.0 18.0 21.3
Canada 7.0 15.8 13.6 20.2
UK 7.6 12.5 12.7 19.3
Europe (excluding UK) 5.2 13.0 14.0 16.2
Australia and New Zealand 3.9 3.6 4.8 5.9
Latin America 1.6 4.7 10.2 11.8
Asia 3.4 3.4 7.2 6.9
Middle East 6.7 6.8 18.2 6.0
Indian subcontinent 5.0 23.3 3.7 6.3
Africa 2.0 19.1 1.8 3.5
Russia 0.0 25.0 9.5 5.0
Others or N.A. 0.0 0.0 3.4 18.0

Table . illustrates the average number of applications submitted by the primary
field of applicants. We see that there is generally increasing use of EJM by candidates
in all fields, with particularly strong growth (and a tripling of applications submitted
per applicant) in fields such as finance, development, macro, and industrial organiza-
tion.
In Table . we list the average number of applications received by recruiters who

placed advertisements on EJM. For example, the average number of applications that
an employer received per advertisement posted on EJM nearly doubled, from  in
/ to  in /. The increasing trend in the number of applications received
per advertisement is clearest for advertisements for jobs in the US and Canada, but
more variable for jobs located in various other regions of the world. This effect is likely
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Table 7.6. Average number of applications submitted by primary
field of applicant

2008/09 2009/10 2010/11 2011/12

Behavioral economics 7.5 14.5 16.3 16.2
Business economics 6.0 8.7 4.8 4.0
Computational economics 11.0 1.4 1.9 6.3
Development; growth 8.0 20.9 17.1 23.1
Econometrics 9.3 16.4 16.6 22.2
Economic history 9.8 8.4 11.3 18.1
Environmental; agriculture economics 4.9 7.6 7.8 12.5
Experimental economics 9.0 40.3 20.2 19.8
Finance 3.4 5.7 8.4 9.7
Health; education; welfare 6.2 12.0 12.6 15.9
Industrial organization 8.7 15.5 19.8 25.2
International finance/macro 7.5 14.4 13.6 25.3
International trade 8.4 18.2 22.3 22.3
Labor; demographic economics 9.0 18.2 20.4 25.3
Law and economics 3.8 5.4 4.7 9.9
Macroeconomics; monetary 10.4 21.8 20.7 27.3
Microeconomics 9.4 17.9 24.2 25.4
Political economy NA 10.0 17.5 21.2
Public economics 8.1 13.4 16.6 23.2
Theory 11.7 19.0 24.3 33.6
Urban; rural; regional economics 3.0 6.8 9.2 11.6
Other 5.2 6.9 7.0 3.2
Any field 1.9 6.6 7.0 10.9

representing greater “sampling variability” to the greater heterogeneity in the type of
positions offered, and the smaller number of advertisements on EJM for jobs based
outside North America.
Panel B of Table . illustrates the average number of applications received per adver-

tisement, by primary field of the applicant.These are conditional expectations since they
are not averages of applications received over all advertisements on EJM, but rather only
averages over the subset of advertisements to which candidates in a given field apply.
For example, in / there were five advertisements on EJM to which candidates
whose primary field was “experimental economics” applied, and the total number of
applications submitted was sixteen, or an average of . applicants per advertisement.
Thus, these numbers can be viewed as ameasure of the “supply/demand” imbalance that
we observe on EJM, with generally far more applications received for any advertisement
than the total number of positions for which the recruiter can hire. Viewed from this
perspective, we see that some of themost competitive fields includemacro,micro, labor,
development, econometrics, and finance. In general, all of the fields appear to have
become more competitive over the period, which is in part a reflection of the effects
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Table 7.7. Applications received by recruiters

2008/09 2009/10 2010/11 2011/12

Advertisements receiving applications via EJM 101 189 198 240
Mean applications per advertisement 134 152 203 242
Max applications 620 690 2758 775
Standard deviation 150 136 261 212

Panel A: Applications by geographical location of recruiter/position

US 139 239 252 262
Canada 102 138 175 256
UK 184 125 238 393
Europe (excluding UK) 227 80 145 208
Australia and New Zealand 364 155 216 220
Asia 26 86 53 171
Latin America 44 39 154 124
Middle East and North Africa 1 47 41 62

Panel B: Average applications received per advertisement by primary field of research of applicant

Behavioral economics 2.5 2.7 6.9 5.2
Business economics 0 1.8 1.8 1.4
Computational economics 0 1.0 0.0 1.3
Development; growth 5.6 7.5 14.9 23.7
Econometrics 7.0 8.0 11.9 19.6
Economic history 1.9 2.3 2.6 3.0
Environmental; agriculture economics 3.9 3.8 10.7 12.5
Experimental economics 3.2 2.9 6.2 5.0
Finance 4.0 4.9 11.2 17.6
Health; education; welfare 1.0 4.9 10.2 12.0
Industrial organization 7.6 8.2 13.8 18.7
International finance/macro 5.6 7.6 8.1 14.9
International trade 4.5 7.6 11.6 15.9
Labor; demographic economics 7.6 10.1 18.2 24.4
Law and economics 1.0 2.3 1.3 1.5
Macroeconomics; monetary 14.2 14.1 22.8 40.2
Microeconomics 9.2 11.2 19.0 27.8
Political economy 0.0 0.0 6.3 6.6
Public economics 5.3 4.6 8.7 13.1
Theory 4.3 3.5 10.0 9.7
Urban; rural; regional economics 0.0 1.9 2.1 4.0
Other 1.9 1.6 1.9 1.5
Any field 1.0 1.5 1.6 2.7

Table 7.8. Recommenders, Recommendees and Recommendations

2008/09 2009/10 2010/11 2011/12

Number of recommenders who provided letters 1,638 2,443 3,322 5,023
Average number of recommendees per recommender 1.44 1.44 1.47 1.62
Number of recommendations sent per recommendee 2.30 3.73 6.08 21.38
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of the recession. As a result, the economics job market appears to have been generally
a “buyers’ market,” but some part of this effect might also attributed to the relatively
slower growth rate of advertisements placed on the EJM site relative to the number of
applicants who are using EJM to apply for jobs.
Finally Table ., lists the number of recommenders who used EJM to transmit

letters of recommendation over the four job market cycles. We see that the number
of recommenders more than tripled, from , in / to , in /. In
addition, the number of recommendees per recommender has increased, though at
a much slower rate: from . in / to . in /. Besides the tripling of
the number of recommenders using EJM, the reason for the explosive growth in the
number of recommendation letters transmitted by EJM that we observed in the right-
hand panel of Figure . is that the number of recommendation letters transmitted per
recommendee increased nearly ten-fold, from . letters per recommendee in /
to . letters per recommendee in /. Aswe noted, average number of applications
per applicant increased by a smaller amount, from eight applications per applicant in
/ to twenty applications per applicant in /. We believe that, over time,
an increasing number of recruiters who place advertisements on EJM are requiring
letters of recommendation to be transmitted to them via EJM, and this explains why
recommendations per recommendee has increased at amore rapid rate than the average
number of applications per applicant.

Excess entry of intermediaries and market
fragmentation

....................................................................................................................................................................

There are several theories which at least partially capture the intuition that unrestricted
entry of firms that supply intermediation services—middlemen—does not always lead
to good outcomes, and can actually increase search and transactions costs. We have
referred to this phenomenon as market fragmentation.
Ordinarily, the term marketplace connotes a single location where all relevant infor-

mation and items to be traded are readily available to the individuals participating in the
market. A fragmented marketplace is one in which there is no single location where all
of the information and traders are located, but instead there are many separate “islands”
or places where bargaining and trade can occur, and the information on prices and items
for sale in these othermarkets are not readily available unless one visits them.As a result,
traders need to incur significant costs to travel to other markets to search for and collect
the information necessary to make good trading decisions. When the expected gains
to searching in multiple marketplaces (or over multiple intermediaries) is sufficiently
high, traders in these markets have to compare the payoff from arranging a potentially
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suboptimal transaction immediately with the discounted gains from continuing to
search for better opportunities.
Neeman and Vulkan () have argued that separate markets have a strong ten-

dency toward consolidation into a single central marketplace where all trade occurs.
They showed that consolidation not only reduces search and transaction costs, but
improves the terms of trade for participants as themarkets thicken.Neeman andVulkan
refer to their prediction that trade outside a single central marketplace should decline,
and ultimately disappear as the unravelling of the decentralized market. Specifically,
they considered a model of trade in a homogeneous commmodity, and considered
the consequences of competition between two widely used exchange mechanisms: a
“decentralized bargaining market,” and a “centralized market.” In their model, “In every
period, members of a large heterogeneous group of privately-informed traders who
each wish to buy or sell one unit of some homogeneous good may opt for trading
through one exchange mechanism. Traders may also postpone their trade to a future
period” (p. ). Neeman and Vulkan’s central result is that “trade outside the centralized
market completely unravels. In every perfect-like equilibrium, all trade takes place in the
centralized market. No trade ever occurs through direct negotiations” (p. ).
Self-reinforcing mechanisms very similar to network externalities are at play in Nee-

man and Vulkan’s unravelling result: themore valuable a central market is to buyers, the
more valuable it is to sellers, and vice versa, and both will expect to achieve higher gains
from trade fromparticipating in the centralmarket than in the decentralized bargaining
market. We expect this intuition carries over to the economics job market as well: when
a central market arises where employers can place job ads, this is also the place where
job seekers will want to search, and when this happens there are strong self-reinforcing
dynamics leading all buyers and sellers to participate exclusively in this central market.
While Neeman and Vulkan’s argument is convincing in some cases, there are other

markets where we fail to see the complete consolidation their model predicts, includ-
ing the economics job market. Hall and Rust () developed a different model that
shows that a central market can coexist with a fringe of other intermediaries they call
middlemen. Their model also captures the notion that market fragmentation drives up
search and transaction costs, resulting in allocative inefficiencies.
Hall and Rust extended Spulber () model of search and matching where trade

occurs via competing middlemen (intermediaries). Spulber’s model can be viewed as
a market that is completely fragmented: there are a continuum of buyers, sellers, and
middlemen, and Spulber assumes that a buyer and seller can trade with each other only
if they are matched by one of these middlemen. Buyers and sellers must engage in a
costly search process to choose a middleman to buy or sell from. There is free entry
of such middlemen, who have heterogeneous costs of intermediating trades. Spulber
established the existence of a heterogeneous price search equilibrium in which buyers
and sellers have heterogeneous reservation values (depending on their privately known
valuation of the commodity). Most buyers and sellers will eventually trade when they
find a middleman whose bid (ask) price is lower than (exceeds) their reservation value
(for buyer and seller, respectively).



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 sarbartha bandyopadhyay et al.

We view Spulber’s equilibrium as constituting a classic and extreme example of a
fragmentedmarket.There are no publicly posted prices at which individuals can trade at
in thismodel. Instead, buyers and sellers are forced to engage in a costly search process to
find amiddleman that offers themost attractive price. Using this completely fragmented
market as a point of departure, Hall and Rust showed how the equilibrium to Spulber’s
model changes when there is the possibility of entry by a monopolist market maker
who posts publicly observable bid and ask prices. In that event, the majority of the trade
occurs via the market maker, at the publicly posted bid and ask prices. Only a small
fraction of residual traders choose to try to find prices that are better than the bid and
ask prices posted by the market maker by searching in a much smaller residual market
populated by the most efficient surviving middlemen.
Compared to Neeman and Vulkan’s result, the entry of a monopolist market maker

in Hall and Rust’s model does not always cause the search and matching market to
completely unravel, but it does succeed in driving out the majority of the least efficient
middlemen. Thus, the entry of a market maker, i.e. an intermediary who posts publicly
observable prices, reduces but may not eliminate market fragmentation. However, if
the market maker is not a profit maximizer but is rather a non-profit organization
that only attempts to cover its operating costs, then in the event its marginal costs of
intermediating trades is zero, then complete unravelling in the Neeman and Vulkan
sense will occur, and the entry of the non-profit market maker enables the market to
achieve the fully Pareto-efficient Walrasian equilibrium solution.
We now consider a different model that illustrates how a natural contractual imper-

fection leads to market fragmentation, and how the entry of a non-profit charity (i.e. an
organization similar to EJM) canhelp to alleviate themarket fragmentation and improve
market outcomes.
Suppose that there is a continuum of recruiters arranged on the unit circle, with

a unit mass in total. Let r ∈ [, ) denote an individual recruiter. For simplicity, let
candidates and references be modeled collectively and assume there is a unit mass of
candidates. Finally, suppose there are n intermediaries competing to serve recruiters to
attract candidates. The intermediaries are equally spaced on the unit circle, at points
, /n, /n, . . . , (n − )/n.
Each recruiter wants to hire a single candidate, and makes a single job posting on

one of the intermediaries’ “websites.” Every candidate wants to submit an application
to every recruiter. Assume that, by law, recruiters must accept applications by regular
mail even if they use web-based systems. Thus, an individual candidate has a choice
of sending an application on paper by regular mail or submitting it via the electronic
system of the intermediary that the recruiter has chosen. Suppose that a candidate pays
a cost, c, for each intermediary that the candidate uses to submit applications online. A
candidate also pays a cost, dm, per paper application, where m is the mass of recruiters
to which he applies via regular mail.We assume d > c >  so that the cost of sending all
applications by mail exceeds the cost of using a single electronic system to submit them
all. Suppose the benefit to candidates of submitting applications exceeds these costs, so
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candidates will apply to every recruiter; thus, the issue is whether candidates use one of
the web-based systems or submit paper applications.
To keep things simple, assume that if a recruiter has to deal with any paper appli-

cations then it pays a cost k. Also, a recruiter in location r that adopts the recruitment
system of a firm in location x must pay a cost α(min{|x − r|, − |x − r|}) due to the
specifications of the recruitment system x being different than the recruiter’s ideal r.
(Note that αmin{|x − r|, − |x − r|} is the distance between x and r on the unit circle.)
Thus, recruiter r would be willing to adopt an electronic system from a firm at location i
only if it is offered at a price that does not exceed k − α(min{|x − r|, − |x − r|}) and
will induce all of the candidates to apply electronically. Suppose the firms can provide
recruitment systems at no cost. Payoffs are all measured in transferable monetary units.
This model exhibits two opposing efficiency concerns. First, note that recruiters like

specialized software. Thus, to maximize their welfare without consideration of other
market participants, it is optimal to have all of the intermediaries in the market supply-
ing recruitment systems. In particular, if α is small so that α/n < k, then to narrowly
maximize recruiter welfare all n intermediaries should supply online application sys-
tems, and all recruiters should adopt such systems. If α/n > k, then it is better to have
a fraction of the recruiters use paper and regular mail. On the other hand, candidates
(and the references they also represent in this model) benefit when recruiters use the
same recruitment system.
Consider a three-stage game: first, the firms simultaneously select their contract

offers; second, the recruiters observe the firms’ pricing policies, and simultaneously
choose whether to accept contracts for recruitment systems; third, candidates observe
the outcome of the first two stages, and simultaneously submit applications, by paper or
electronically. We consider the coalition-proof subgame perfect equilibria of this game.
Coalition proofness is applied to the recruiters’ second-stage actions to deal with the
fact that the recruiters are an atomless group (where an individual deviation would not
directly affect the payoffs of the other parties).
We examine three cases.

Case : Full contracting

Suppose that the intermediaries are able to obtain fees from both recruiters and can-
didates but, for simplicity, assume that intermediaries cannot price discriminate. Thus,
intermediary i’s contract offer is a pair (pi, qi), where pi is the price charged to recruiters
for use of intermediary i’s system, and qi is the price per application charged to candi-
dates. A candidate would then pay qim to firm i to submit amassm of applications using
firm i’s website.

Proposition . If α is sufficiently close to zero then, with full contracting, there is a
coalition-proof subgame perfect equilibrium of the game in which a single, centralized
recruitment system prevails in the market.
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Proof sketch
Consider a strategy profile in which all of the intermediaries charge the same prices
p = c − d and q = d − c. In this case, the recruiters are supposed to coordinate by
all selecting the recruitment system of firm , and then the candidates submit all of
their applications via this system. It is clear that neither candidates nor any coalition
of recruiters want to deviate from this specification. For instance, if a mass, m, of
recruiters adopted one of the other intermediaries’ systems, then no candidate would
use it because the candidate would have to pay an additional lump sum, c, to use the
second system. This would entail a cost m(d − c) + c, which exceeds the cost, dm, of
submitting applications by regular mail to these recruiters.
Note that all of the firms get zero profits if the game plays out as just described. If

an intermediary were to deviate by picking different prices (p′, q′) then we prescribe a
continuation of the game that is sensitive to whether p′ < c − d and/or q′ > d − c. If
p′ < c − d and q′ ≤ d − c, then we prescribe that the recruiters all adopt the system
of the deviating firm, and the candidates apply using this website. If p′ < c − d and
q′ > d − c, then we prescribe that the recruiters all adopt the system of a single non-
deviating firm, and the candidates apply using this website. In this second case, if the
recruiters were to coordinate on the deviating firm, then the candidates would all opt
for paper applications. If p′ > c − d then we prescribe that the recruiters coordinate by
picking a single non-deviating firm. Thus, no intermediary can gain by deviating.
We argue that the setting just described is unrealistic because intermediaries typi-

cally cannot fully extract rents from candidates and references (the “candidates” in this
model). In particular, we think that there are contractual imperfections that make it
difficult to expropriate the benefit that references get from submitting letters through
a centralized system. To understand the implications of this limitation, we look at the
extreme case in which the intermediaries cannot exact payments from candidates.

Case : Partial contracting

Suppose that the intermediaries are able to obtain fees only from recruiters, so interme-
diary i’s contract offer is a single price, pi, that is charged to recruiters for use of firm i’s
system.

Proposition . If c is sufficiently close to zero and there is partial contracting, in all
coalition-proof subgame perfect equilibria of the game, all n firms have recruitment sys-
tems in use. Thus, the market for recruitment systems is fragmented.

Proof sketch
Equilibrium prices must be non-negative, since firms cannot extract rents from can-
didates. Assume that, in equilibrium, intermediary i’s recruitment system is not in
use. It must be that, for some ε > , recruiters within ε of intermediary i’s location
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(i − )/n are obtaining a payoff no greater than k − α
n + ε. But then intermediary i

could offer a price close to zero so that the coalition of recruiters [ i−
n − ε, i−

n + ε]
would prefer to purchase from firm i if they anticipate that the candidates would apply
via intermediary i’s system. A sufficient condition for candidates to behave in this way
is that c is small. Thus, by offering such a price, firm i has positive sales, and earns
positive profit, contradicting that this intermediary has no sales (and zero profit) in
equilibrium.
So we conclude that realistic contractual imperfections not only lead to inefficiency

as standard models predict, but they also lead to a particular form of inefficiency
characterized by market fragmentation. An escape may come from the existence of
an intermediary that internalizes the candidates’ benefit of a centralized recruitment
system.

Case : Partial contracting, non-profit

In our view, some non-profit charities play an important role of internalizing external-
ities through the preferences of the directors, managers, and financiers. In our model,
for instance, suppose one of the n intermediaries is formed as a charitable organization,
whose managers seek to increase the welfare of candidates (and references). In the
extreme case, this firm obtains a value equal to its monetary profit plus the welfare of
candidates. Assume partial contracting, as in case .

Proposition . In the partial contracting setting with a charitable firm, and with α suf-
ficiently small, if the charity’s interests are enough aligned with that of the candidates
then there is a coalition-proof subgame perfect equilibrium in which the charity runs a
centralized recruitment system that all recruiters adopt.

Proof sketch
Suppose that the charity offers the price p = −α 

 . If all recruiters were to adopt the
charity’s system then all candidates would apply electronically, and the recruiters would
all get payoffs of at least zero. No other firm could earn positive profits. If α is small, then
the charity’s loss is also small, and is dominated by the charity’s satisfaction of serving
the candidates.
This model is simplistic and merely suggestive; it does not capture the full richness

and complexity of the economics job market, or the complicated dynamics of compe-
tition between intermediaries. However, it does succeed in illustrating circumstances
where unrestricted entry of intermediaries can result in suboptimal outcomes, and even
where competition among a fixed number of intermediaries (i.e. ignoring entry) results
in market fragmentation. Further, the model suggests that these inefficiencies can be
reduced by establishing a single central marketplace operated by a market maker whose
role is to provide information to market participants, and match buyers and sellers.
In the case where the market maker is a non-profit charity that can operate at nearly
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zero cost, the results indicate that nearly fully efficient outcomes can be achieved when
all trade is conducted via this central market maker. Further, Neeman and Vulkan’s
unravelling results suggest that such an outcome should be stable: once a central market
exists, there are no gains to individuals or even coalitions of buyers and sellers from
trying to trade outside the central marketplace.
Our discussion considers how the presence of intermediaries in markets can affect

welfare through fragmentation, but informational intermediaries can also have other,
direct effects. Johnson and Rust () considered a market where recruiters and
candidates have publicly observable characteristics, but only learn their match value
once a candidate has paid the cost of submitting an application, and the recruiter has
incurred a cost of reviewing it. Due to these costs, recruiters strategically choose which
received applications to review, and candidates strategically decide where to apply. Once
the reviewers have moved, the allocation is decided through use of the Gale–Shapley
algorithm, where candidates are considered unacceptable by any recruiter who did not
review an application from them. Such a game has a large number of Nash equilibria,
so Johnson and Rust focus on the perfect Bayesian equilibrium of a similar game in
which the candidates and recruiters with better public signals are assumed to move
first, creating a pattern of matching that is broadly assortative but incorporates some
idiosyncratic tastes, similar to what is observed in the economics job market. This
gives better candidates and recruiters a first-mover advantage, and selects a particular
equilibrium to study.
Johnson and Rust found that candidates and recruiters tend to optimally use safety

strategies, where they focus their search in a certain quality range, but include some
lower-ranked options in case their preferred outcomes fall through. By lowering the
costs of applying or reviewing applications, the agents tend to broaden their search
downward, resulting in fairly dense competition in the middle of the pack.This benefits
both sides of the market, since more of the “true preferences” are passed into the Gale–
Shapley algorithm, leading to better matches. However, if the cost of reviewing appli-
cations is held fixed while the cost of applying is further reduced, the efficiency gains
reach a threshold where further reductions in application cost fail to improve welfare.
So although intermediaries like EJM can reduce costs dramatically on the applicant side,
this translates into efficiency gains in terms of match quality only if the recruiting side
is also optimally reviewing more applications.

Other potential designs and improvements
....................................................................................................................................................................

EJM addresses many issues associated with the costs of applying, but other problems
remain. For this reason, it is useful to consider how other markets and mechanisms
overcome the transactional and informational challenges facing the economics job
market. In this section we will study several potential additional or alternative search
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mechanisms: job market signaling, guided search, centralized matching, and pricing
mechanisms.

Signaling

The fact that the average number of applications per position advertised is large raises
the concern that it may be costly for an employer to review all applications, and the
employer may have multiple applications from job seekers who are indistinguishable
in terms of observable characteristics, such as primary field of research, ranking of
their degree program, and geographical location. In this environment, the employer
may be able to reduce its search cost if it can select those who are more likely to accept
the job offer if an offer is given than the rest who ex ante appear to be the same. The
AEA signaling mechanism introduced in / attempted to resolve some of this
uncertainty, by allowing each job seeker to send a signal of particular interest to two
employers via an AEA website. In theory, since these signals are scarce, they could be
used to reveal information about the candidate’s idiosyncratic preferences. Coles et al.
() provided the details of the AEA signaling mechanism and suggestive evidence
that job seekers who used signals had a larger number of interviews. There is a growing
number of studies that examine the role of signalingmechanisms in two-sidedmatching
environments. In the context of college admission, Avery et al. () compared the
admission outcomes of students who used early application (thus sending their special
interest in the college) with those who applied for regular admissions. In the context
of online dating, Lee et al. () analyzed a field experiment suggesting that signaling
can improve search outcomes. Coles et al. () examined the welfare implication of
introducing a signaling mechanism in a model of a labor market.

Guided search

Rather than a simple central repository for information, an intermediary might provide
tools for finding participants satisfying particular criteria, or even take an active role in
making non-binding recommendations. This type of intermediation is often observed
in dating service providers, such as eHarmony.com. Such “guided search” intermediaries
could be useful in the economics jobmarket as well. For example, suppose that interme-
diaries have better access to or lower costs of processing information about the pool of
candidates, as well as a historical perspective on the search outcomes of recruiters.Then,
by suggesting candidates who are especially suitable to a recruiter, the intermediary can
assist the recruiters in focusing on candidates who are likely tomeet their needs, instead
of sifting through a large number of applications.
Second, applying in itself may be interpreted as a signal. A recruiter who receives

an application from a candidate whom the recruiter perceives is overqualified may
conclude the candidate must suffer some hidden deficiency, rather than infer that the
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candidate has an idiosyncratic interest in that recruiter. If an intermediary has better
information about these idiosyncratic preferences, then it can make credible recom-
mendations to the recruiters. Using data from an online matchmaking service, Lee
() found evidence supportive of this hypothesis. She found that the probability of
a person’s accepting a first date with another user is significantly higher if the online
matchmaker introduces the two to each other, as compared with the case where the
other user directly asks the person out.

Centralized matching

Many markets that share similar characteristics with the junior economics market have
adopted some version of a centralized matching market. By centralized market, we
mean that the participants report their preferences to a central authority which requests
information about participants’ preferences, then uses an algorithm to translate the
preferences into a match. Notable examples include the matches between hospitals and
gastroenterologists, and assignments of children to public schools; see, for example,
Roth (), Roth (), Roth and Xing (), and Niederle and Roth ().
A growing number of empirical studies have compared market outcomes under

decentralized matching with outcomes from centralized matching mechanisms.
Niederle and Roth () found that the likelihood of a medical student finding a
residency in a hospital where he had no prior affiliation increased under centralized
matching in the gastroenterology market. In the context of marriage markets, Hitsch
et al. (), Banerjee et al. (), and Lee () inferredmate preferences of individ-
uals based on their dating history and used the estimated preferences to compute stable
matchings using the Gale–Shapley algorithm. Hitsch et al. () and Banerjee et al.
() found that, overall, the sorting pattern generated by the Gale–Shapley algorithm
is comparable with that observed in their decentralized marriage markets, for example
the US online datingmarket for Hitsch et al. (), and the Indianmarriagemarket for
Banerjee et al. (). In contrast, using a South Korean data-set, Lee () found that
marital sorting under the Gale–Shapley algorithm exhibits less sorting along geography
and industry, compared with the sorting observed in actual marriages. These findings
suggest that the extent to which the introduction of a centralized matching market will
change outcomes may vary across the current market outcomes.

Price-based mechanisms

By reducing application costs, there is a substantial risk that candidates will reach
“corner solutions” where they apply to all opportunities, and the informational signal
generated by submitting an application is wiped out. Consequently, recruiters will be
unable to infer anything from the receipt of an application about the candidate’s like-
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lihood of accepting an offer, leading to an increase in inefficiency. Moreover, since the
recruiters bear the burden of evaluating the candidates, the bottleneck on efficiency is
likely to be a lack of attention paid to many of the applications received.
Oneway to address this issue is to introduce price-basedmechanisms, like auctions or

application fees, which can be used to reveal information about the participants. Studies
such as Damiano and Li (), Hoppe et al. (), and Johnson () examined
how to design such mechanisms. Hoppe et al. () and Johnson () examined
environments in which agents bid competitively for partners to signal their quality,
leading to assortative matching based on the intensity of the signals. Johnson ()
showed that profit-maximizing intermediaries, however, may be tempted to deviate
from assortative matching, as well as refuse to arrange some socially valuable matches.
Damiano and Li () studied a mechanism where, instead of bidding, agents pay a
fee for access to a smaller pool of agents for a match. By charging an increasing fee
schedule for access to the pools on each side of the market, agents are incentivized to
sort themselves by quality, resulting in more efficient matching.
While it is unlikely that such a “fine-tuned” mechanism would ever appear in the

economics job market, the concept may be a useful one. A paper-based system imposes
uniform cost per application that is uniform across all candidates and recruiters. Since
a centralized market would allow recruiters to decide on an application fee, a substan-
tial number of “spurious” applications could be avoided. Moreover, the informational
content of receiving an application will be restored, since candidates will once again be
forced to think strategically about which opportunities to pursue. Rather than being
wasted in the less informative signaling process of postal mail, this set-up could allow
both sides of the market to better signal their intentions while still pursuing the goal of
reduced inefficiency.

Conclusion
....................................................................................................................................................................

In this chapter we posed the question: “can the economics job market be improved?”
Thanks to the efforts of the American Economic Association to promote the job
interviews at the ASSAmeetings and create the JOE website, the economics job market
already operates muchmore efficiently thanmost other labormarkets. Nevertheless, we
have identified several key areas where further improvements can be made to improve
the operation and efficiency of the economics job market.
An important precondition for any well functioning marketplace is that market par-

ticipants have easy access to all the relevant information they need to make informed
decisions. Prior to the advent of the web and online labormarket intermediaries such as
EJM and other services we have discussed in this chapter, assembling and transmitting
this information to market participants was a major task that consumed substantial
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physical resources. The high cost of operation of paper-based systems caused market
participants to operate on far less than the full set of available information.
While the adoption of information technology and the entry of intermediaries offer-

ing online advertisement posting, application, and reference letter delivery services has
greatly reduced these costs, the proliferation of these competing labor market inter-
mediaries has had offsetting negative effects. Each of these intermediaries offers only a
subset of the full set of information that market participants would ideally like to have
to make informed decisions. Since the competing labor market intermediaries do not
generally share their information or attempt to be interoperable, we have argued that
information technology has had a paradoxical negative effect on the operation of the
economics jobmarket, leading to an outcomewe refer to asmarket fragmentation.When
this happens, search and transaction costs can be driven up rather than driven down by
the use of information technology, and this can worsen rather than improve market
outcomes. We showed that the “market” for applications to graduate schools is already
badly fragmented, and the inefficiencies this causes is a serious collective waste of scarce
time of faculty and students, even if these systems do benefit admissions committees of
graduate schools.
The creation of EJM was motivated by the concern that the economics job market

could eventually become as badly fragmented as themarket for applications to graduate
schools. The goal of EJM is to centralize the information to market participants, and
reduce or eliminate market fragmentation, resulting in a far more efficient market that
benefits all participants, rather than primarily benefiting recruiters through electronic
delivery of application files to their recruiting committees.
To the extent that EJM is just another intermediary, however, it is fair to ask whether

the entry of EJM is contributing to market fragmentation or ameliorating it. Although
we have shown that EJM is growing at exponential rates and currently intermediates
a significant fraction of the total number of job applications, it is too soon to know
whether EJM will have a lasting, positive impact on the operation of the economics
job market. We have shown that existing theoretical analyses, including the influen-
tial model of Neeman and Vulkan (), suggest that even in the absence of any
explicit coordination, there are strong self-reinforcing dynamics at play that lead frag-
mented markets to “unravel” so that trade concentrates in a single central market-
place. Whether this will ultimately happen in the economics job market remains to
be seen.
Although previous empirical studies that have shown that labor market intermedi-

aries similar to EJM have resulted in significant improvements in other labor markets
where the problem of market fragmentation can be managed (such as the Alma Laurea
system operated by a consortium of Italian universities), it is unlikely that the current
iteration of EJM will solve several other potential problems that we identified in the
economics job market.
Perhaps the most significant problem is that even though EJM might drive down

the cost of transmitting the critical information necessary at the first stages of the job
market, it may have only a small effect on reducing the cost of evaluating this informa-
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tion. Although web-based candidate evaluation systems have a number of advantages
over paper-based technology for recruiters, nevertheless the dominant bottleneck in
market efficiency is the human time cost involved in reading applications and evaluating
the information about the candidate to try to determine what the candidate’s “true
quality” is.
We have raised the possibility that technologies that reduce the cost of application

may drive up the number of applications, and this could result in less “self-selection” by
applicants, and cause recruiters to devote less time to evaluating each candidate. Indeed,
we have documented a dramatic rise in the number of applications received by recruiters
who use EJM. Once again, this could produce a paradoxical result that an improvement
in information technology could worsen market outcomes.
These problems led us to consider several other strategies for improving the eco-

nomics job market, including the use of computerized “match-making” services as part
of a “guided search” strategy that Lee () has shown to be effective in producing
better matches in online dating contexts, to much more radical approaches, such as the
use of computerized matching algorithms or price-based signaling mechanisms.
Computerizedmatching and auctions are highly centralized approaches because they

require a high degree of coordination, and possibly even compulsory involvement on
the part of market participants to be successful.While thesemechanisms are potentially
of the most interest from a market design perspective (and potentially could yield the
greatest improvements in match quality) we do need to keep in mind the practical
constraint that our power to design markets is quite limited in practice, given that our
market is more akin to a commons that no single individual or organization owns or
controls.
In particular, we have emphasized the critical voluntary participation constraint that

can make it hard to implement centralized solutions, particularly when they result in
improvements in payoffs to one group at the expense of another. Consequently, our
focus has beenmore on attempting to improve the economics jobmarket via an innova-
tion that might be voluntarily adopted rather than attempt to design the economics
job market which would presume a level of control and influence that none of us
possesses.
The future evolution of the economics job market is likely to depend on how much

improvement can be achieved by more modest interventions such as EJM that do not
involve any compulsion or obligation in order to achieve wide scale use by market
participants. If these sorts of systems can ameliorate the most severe inefficiencies, then
theremay bemuch less need formore radical interventions that do require some degree
of compulsion in order to be successful. As we noted, Hitsch et al. () and Lee
() come to different conclusions about the extent to which decentralized, privately
determined matching outcomes from a dating service approximate the matches pro-
duced by a centralized approach—the Gale–Shapley matching algorithm.The extent to
which decentralized outcomes in labormarkets with intermediaries that provide guided
search andmatching services approximate outcomes produced by centralizedmatching
algorithms is an interesting open question.
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We conclude that more experience and further empirical and theoretical research
are necessary to determine whether the decentralized search and matching process—
perhaps intermediated by systems such as EJM and guided search—could result in
improving the efficiency ofmatching outcomes in the economics jobmarket, or whether
significant inefficiencies persist that would provide a strong case for adopting more
ambitious mechanisms such as matching algorithms or price-based mechanisms to
further improve the operation of the economics jobmarket. However, the informational
centralization of the economics jobmarket provides a useful starting point, and suggests
many avenues for future research.
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designing markets
for ideas
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joshua s. gans and scott stern 

Introduction
....................................................................................................................................................................

Markets have emerged and been designed for all manner of physical goods and ser-
vices. In some cases, they have been designed for seemingly intangible assets (such
as spectrum). However, it is fair to say when it comes to ideas—which have a clear
economic value and also a value in exchange—that the emergence of markets has been
relatively sparse. Specifically, ideas may be valuable to many users and may be produc-
tively employed in applications or contexts far removed from the locus of the idea’s
generation or invention. When the value of an idea can be realized only by “matching”
that idea with key complementary assets (Teece, ), markets that facilitate matching
and efficient distribution in a timely fashion will provide significant social returns.
Nonetheless, markets for ideas are relatively uncommon. While there are transac-

tional exchanges in both ideas and technologies, and the rate of “ideas trading” seems
to be increasing over time (Arora, Fosfuri, and Gambardella, ), it is still very rare
for ideas or technologies to be traded in what economists would traditionally refer to
as an organized market. Instead, most exchanges of abstract knowledge or prototype
technology occur under conditions that are best described as a bilateral monopoly: the
buyer and seller engage in negotiations with limited outside options in terms of alterna-
tive exchanges. Buyers (sellers) are unable to play potential sellers (buyers) off against
one another, limiting the potential for competition to generate a stable equilibriumprice
and evenly distribute gains from trade. Successful negotiations vary widely in terms of
the price and terms over which knowledge is transferred. Mark Lemley and Nathan

 Parts of this paper are drawn from Gans and Stern (). We thank the Australian Research
Council for financial assistance. Responsibility for all errors lies with the authors. The latest version of
this paper is available at <http://research.joshuagans.com>.
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Myrvhold label themarket for patents as “blind.” “Want to know if you are getting a good
deal on a patent license or technology acquisition? Too bad” (Lemley and Myrvhold,
; see also Troy andWerle, ). Not simply a matter of how the rents from a given
idea are distributed between buyer and seller, the lack of transparent price signals results
in distorted and inconsistent incentives to produce and commercialize new ideas.
The purpose of this chapter is to examine design issues associated with markets

for ideas, with the aim of understanding what barriers might exist to their creation
or emergence. Our analysis here is both qualitative and speculative. Our purpose is
to identify potential areas for further study rather than to provide a theoretical and
empirical treatment of the broad issue. In that sense, we aim here to provoke thought
and promote further investigation into this largely untapped area of study in the design
literature.
To this end, we employ the recent synthesis byAl Roth in characterizing the principles

and challenges faced by market designers. Roth (; see also Chapter  of the present
volume) draws on the emerging body of evidence from real-world market design appli-
cations to offer a framework and conditions upon which market designers can evaluate
the effectiveness of their prescriptions. Specifically, Roth highlights three outcomes that
are associated with efficient market operation: market thickness (a market is “thick” if
both buyers and sellers have opportunities to trade with a wide range of potential trans-
actors), lack of congestion (i.e. the speed of transactions is sufficiently rapid to ensure
market clearing but slow enough so that individuals, when considering an offer, have the
opportunity to seek alternatives), and market safety (a market is “safe” if agents do not
have incentives for misrepresentation or strategic action that undermine the ability of
others to evaluate potential trades).When these outcomes arise, market participants are
able to consider trading with full access and knowledge of potential alternative trans-
actions, yielding efficiency above and beyond bilateral exchange. Roth also identifies
an important (and, to traditional economic theorists, surprising) feature of some real-
world markets that he terms repugnance. In some markets, such as those for kidneys or
sex, market designers are significantly constrained by social norms or legal restrictions
that limit the use of the price system as an allocation mechanism. Importantly, while
repugnance might impact on the uncoordinated evolution of market-based exchange,
Roth argues that effective market design will proactively manage the constraints arising
from repugnance.
To apply this framework to the case of ideas and technological innovation, we draw

on insights from research onmarkets for technology (MfT).TheMfT literature explores

AQ:The two
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how technological innovation (as well as intangible knowledge goods) differs from
more traditional goods and services, and considers the implications of these differ-
ences for business and public policy. In order to develop specific insights, we highlight
three important characteristics of ideas that may impact the formation and efficient
operation of a market. The salience of each may vary in different settings. First, idea

 These three characteristics are synthesized from prior research in the MfT literature, and result
from the potential for ideas and technology to be both non-rivalrous and non-excludable (Romer,
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complementarity recognizes that ideas are rarely of value in isolation: to be of most
value, ideas require matching with both complementary assets and complementary
ideas (Teece, ; Bresnahan and Trajtenberg, ). Second, user reproducibility can
mean that it is often difficult, as a seller, to appropriate an idea’s full value (Arrow, ;
Teece, ): specifically, in the absence of strongly delineated and easily enforceable
intellectual property rights, disclosures or accessmay allow users to reproduce or expro-
priate ideas. Finally, even though ideas may be partially non-rivalrous in use—that is, a
single idea may be able to be used by many individuals, and ideas may be replicated at
low (even zero) marginal cost (Romer, )—the economic exploitation of ideas may
be subject to value rivalry. That is, users’ willingness to pay for ideas may decline with
the level of diffusion of that idea. The main contribution of this chapter is to use the
market design evaluation scheme proposed by Roth to assess how these three economic
properties of ideas impact the viability, operation, and structure of amultilateral market
for ideas.
We highlight three main findings. First, the nature of ideas undermines the sponta-

neous and uncoordinated evolution of a corresponding market for ideas. Idea comple-
mentarity, user reproducibility, and value rivalry significantly undermine the ability
to achieve certain types of contracts and engage in certain types of bargaining which
are essential for an effective multilateral trading mechanism. For example, both the
market thickness and market safety conditions identified by Roth suggest that buyers
of ideas should be able to consider multiple offers frommultiple potential sellers before
contracting with a particular seller. However, when user reproducibility is high, the
initial seller of an idea in an organized market faces the prospect that the first buyer
is likely to subsequently become a seller (and competitor). In this case, the very exis-
tence of an organized exchange undermines the ability to conduct any trade at all. Our
second central finding is a corollary of the first. Specific institutions, most notably formal
intellectual property rights such as patents, play a crucial role in addressing the challenges
raised by market design. For example, when patents are effective and enforceable, sellers
are able to overcome both the disclosure problem and the potential for resale by buyers,
which facilitates multilateral bargaining and raises the potential for efficient matching.
Indeed, the rise of formalized patent exchanges and auctions such as Ocean Tomo
demonstrates the potential for organized markets for abstract ideas that are protected
through the patent system. At the same time, there are some environments where there
may be a patent thicket—where overlapping and uncertain intellectual property rights
make it difficult for a potential buyer to negotiate for access from multiple owners of
an intellectual property. When the potential for patent thickets is particularly salient,

). In particular, the characteristics we emphasize are drawn from studies that examine the
prevalence and rise of ideas and technology trading across different economic sectors (Arora et al, ;
Lamoreaux and Sokoloff, ; Gans and Stern, ), the determinants of the innovative division of
labor, particularly with respect to “general purpose” technologies (Arora and Gambardella, ;
Bresnahan and Trajtenberg, ; Gambardella and Giarrantana, ), and the special role played by
formal intellectual property rights (such as patents) in facilitating knowledge transfer across firm
boundaries (Arora, ; Gans, Hsu, and Stern, , ; Troy and Werle, ).
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enhancing the strength of intellectual property rights (e.g., by allowing for injunctive
relief) can actually undermine the potential for a multilateral and coordinated market
for ideas by enhancing individual incentives to engage in hold-up.Our final and perhaps
most speculative observation is that the most robust markets for ideas are those where
ideas are free. This is not only because, in many respects, those markets satisfy Roth’s
three conditions for effective market design, but also because those markets overcome
some of the key constraints arising from repugnance.
The outline of this chapter is as follows. In the next section, we consider how

the nature of ideas themselves impacts upon the effectiveness of markets for ideas.
The subsequent section then examines the impact of repugnance and how spe-
cific real-world institutions and norms (such as those associated with open science)
can be understood as attempts to facilitate multilateral idea exchange while man-
aging the repugnance associated with idea trading. The final section concludes our
analysis.

How does the nature of ideas impact
the design of markets for ideas?

....................................................................................................................................................................

In this section, we explore some distinctive characteristics of ideas that pose challenges
for designers of markets for the exchange of ideas. Our approach is to consider Roth’s
() three essential criteria—thickness, lack of congestion, and safety—for efficient
market design and to identify how particular aspects of ideas as economic commodities
impact on each (see Chapter ).The aspects of ideas we focus onwere identified because
they highlighted challenges in meeting Roth’s criteria and are not aspects commonly
salient across different ideas. We focus on three central characteristics of ideas that
we believe offer insight into the feasibility and efficiency of the market for ideas: ideas
complementarity, value rivalry, and user reproducibility. Each of these characteristics is a
distinct aspect of innovation, and each may be more important for some types of ideas
or technologies than others. Consequently, market designers will likely have different
challenges depending upon the type of ideas being examined.
It is useful to review each of these aspects of ideas in turn prior to relating them

to market design issues. First, ideas complementarity concerns the fact that the value
of any given idea depends on its combination with others. For example, the value of a
software algorithm depends crucially on the availability and properties of related pieces
of software (and hardware, for thatmatter). Ideas complementarity arises from the inter-
dependence among different ideas in particular applications and contexts (Rosenberg,
).The ability to trade a given idea (and the terms of that trade)may depend crucially
on the availability and terms of access to other ideas for which such a strong interdepen-
dency exists. For instance, when ideas are of little value in isolation, downstream users
may require access to multiple ideas in order to gain value from each idea.
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Second, value rivalry is a subtle consequence of the non-rivalry of ideas (Romer,
). In the traditional study of innovation, ideas and knowledge are non-rivalrous
in use but also in valuation: the ability to read a story does not depend on whether
others have read that same story, and the enjoyment that one reader gets from a story
is independent of whether others have also read the same story. However, in many
applications and contexts, while ideas may be non-rivalrous in use (many people can
have access to the same piece of information), they may be rivalrous in value (the value
gained from having access to that information declines with an increase in the number
of other individuals who have access to the same idea). To take but one extreme case,
insider information about a financial asset is non-rival in use (many people could in
principle have access to that information) but the advantage received from the infor-
mation depends on it being maintained as a secret. A less extreme case of value rivalry
arises in the context of drug development—while many firms can, in principle, take
advantage of a cure to a disease, the private value of that scientific knowledge, to an
individual firm, is higher if no other downstream firm is allowed to take advantage of
this knowledge in the commercialization process of the drug.The degree of value rivalry,
thus, depends on whether the value of an idea to a potential user/buyer declines when

AQ: on
’whether’, or
on ’how
much’? others have access to the same idea.

Finally, user reproducibility is a particular manifestation of the low cost of replication
of information and ideas. While the low replication cost of information is well studied,
little consideration has been given to the case when the buyer of an idea can also be in
a position to replicate that idea for use by others—we consider this in our discussion.
To take but one extreme example, the replication cost of music has been low since the
development of recording technologies such as the phonograph and magnetic tapes;
however, it was not until the development of both digital music formats such as CDs and
MPs and also the connectivity of the Internet that individual music consumers have
been able to share (or even sell) recordings to a large number of other potential listeners
(as indeed occurred with the rise of Napster and other music-sharing exchanges). The
degree of user reproducibility is measured by the extent to which potential buyers of
ideas are able to replicate that idea at low cost and share that idea with, or sell it to, other
potential buyers.
These three distinctive properties of ideas—ideas complementarity, value rivalry, and

user reproducibility—are likely to pose distinctive challenges for the feasibility and
operation of a market for ideas. The remainder of this section focuses on how each of
these factors impacts the Roth criteria.

Market thickness and ideas complementarity

While market thickness is a challenge in many settings, of particular note is the lack
of thickness in the market for ideas and knowledge (Lemley and Myhrvold, ; Troy
and Werle, ). Even when strong intellectual property rights exist (e.g., ideas are
embedded in patents), market development has been of only limited scale and scope
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(Lamoreaux and Sokoloff, ). Notably, while patent auctions have long been dis-
cussed (Barzel, ; Kitch, ; Kremer, ; Abramowicz, ), formal patent
auctions have operated for only the past few years. As we discuss in more detail later in
the chapter, most analyses of patent auctions, such as those organized by Ocean Tomo,
suggest that they cover a relatively narrow range of innovation, and winning bids are at
relatively modest prices (Kanellos, ). The lack of a thick market in patented ideas
seems at first puzzling, given that there should (in principle) be little difference between
a patent market and a secondary market for a more traditional capital good such as
machinery, property, or collectibles.
While the lack of market thickness for knowledge—even patented knowledge—may

be due to many reasons, the most significant is likely to be related to ideas com-
plementarity, which can pose a central challenge to market design. If the value of a
given (patented) idea depends on access to other (patented) ideas, then the returns
to participation in a market depends on whether the market is likely to include all
of the required knowledge inputs. In the absence of being able to aggregate across a
“package” of intellectual property assets, potential buyers do not have incentives to offer
a high price for any individual asset. From the perspective of a potential seller, it would
indeed be preferable if all other sellers first engaged in trade with a particular buyer,
thus offering a significant opportunity for hold-up as the last remaining intellectual
property bottleneck. While the challenges of hold-up over intellectual property and the
potential for patent thickets have been extensively discussed (Grindley and Teece, ;
Shapiro, ; Heller, ), we are making the more nuanced claim that the potential
for hold-up undermines the incentives for both buyers and sellers to participate in an
organized exchange where many (but not all) relevant intellectual property assets may
be offered.

It is important to emphasize that the lack of market thickness is not simply due to
the potential for hold-up (we discuss potential institutions to mitigate hold-up below).
In particular, a key challenge in commercialization is that the value from a single
innovation is only realized over time, during which the emergence of complementary
ideas and technologies can be uncertain (Rosenberg, ). When ideas are developed
over time, and ideas are complementary with one another, it is extremely difficult to
develop a market mechanism in which each idea receives an appropriate market valu-
ation (McDonald and Ryall, ). The market design challenge is heightened when
the precise form and timing of future ideas and technologies are difficult to anticipate,

 Levine () finds that innovator returns to new drug development are related to the number of
firms that market within a given physician specialty, with the share of returns less related to market size
when such marketing functions are concentrated.
 The market design problem that arises from ideas complementarity is analogous to the more

general problem in auction design when different items have interdependent valuations. Milgrom
() emphasizes that the problem of interdependency is among the most challenging issues in
effective auction design, and proposes a framework for evaluating how to develop a mechanism that
allows for such interdependencies to be taken into account.
 This is again analogous to the problems of combinatorial auction design emphasized by Milgrom

(). Though we do not pursue it here, the market design challenge of aggregating ideas developed
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and some of the most valuable “packages” are serendipitous combinations that emerge
from disparate settings.

When complementarity between ideas is important, and assuming that effective intel-
lectual property rights are available (a topic we return to below), it is still possible to
aggregate different ideas into a single package. Both patent pools and formal standard-
setting processes reflect partial attempts to solve this aggregation problem. Patent pools
combine different pieces of intellectual property owned by different property rights
holders into a package which potential users can license in order to gain the freedom to
use a set of interdependent technologies. These cooperative marketing agreements by
the owners of intellectual property rights have the potential to overcome the coordina-
tion problem involved in selling overlapping ideas, and seem to serve as amechanism in
which a single (aggregate) seller encourages participation by potential buyers through
the availability of “one-stop shopping” (Lerner and Tirole, ; Chiao et al., ).
Standard-setting organizations also play a role in encouragingmarket thickness, and do
so in an institutional context in which the values of both buyers and sellers are explicitly
taken into account in the standard-setting process (Lerner and Tirole, ; Simcoe,
). Each of these institutional responses to ideas complementarity—patent pools
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and standard-setting—achieve market thickness by () limiting the range of technical

over time offers a potentially useful social function for so-called patent trolls or speculators, who
acquire intellectual property rights during an embryonic phase.
 It is useful to note that, when ideas complementarity is relatively unimportant, it is possible to

support thick markets for knowledge and ideas. For example, the recent rise of modular platforms for
buying and selling applications software—such as Apple’s iTunes Application Store—seem to provide
concrete examples where an exchange mechanism can exist as long as the interdependency among
different offerings is not too severe. While the management of technology literature has already
emphasized the role of modularity in the creation of technical platforms that encourage third-party
applications (Baldwin and Clark, ; Gawer and Cusumano, ), it is still useful to consider the
market design role that such platforms play. Apple offers developers cheap (and easily accessible)
product development and digital rights management tools to develop their ideas and applications. Then,
while Apple assesses potential applications to ensure that they meet minimum quality thresholds and
technical standards, Apple allows developers to offer their iTunes applications for sale on an integrated
platform, choose their own pricing (including the option of free distribution), and has established a
standard revenue-sharing plan (in which Apple retains  of all revenue). By designing a platform
technology that minimizes the interdependency between individual innovations, the iTunes
Application Store induced the development and exchange potential for more than , different
application ideas and more than  billion application transactions within the first year of its founding.
(<http://en.wikipedia.org/wiki/App_Storecite_note-AppleFrontWeb->, retrieved July , ).
 A final approach for an innovation that requires several complementary ideas is an innovation prize

or advanced market commitment (Kremer and Williams, ). When the disparate innovations
required to address some social or commercial challenge can be specified ex ante, the presence of a prize
can encourage competition among multiple potential problem solvers. The prize mechanism can be
tailored in order to induce the desired research effort and disclosure. Prizes are often ineffective
precisely because it is difficult to anticipate in advance exactly what combination of ideas will be
required to address a particular problem (specifying the fundamental requirements of a design is often
the most important “idea” regarding that design). While the concept of innovation prizes have been
around for centuries (Mokyr, ), there has been a recent flurry of innovation prize offerings (mostly
by philanthropic organizations) ranging from reusable spacecraft, to energy-efficient cars, to the
development of specific vaccines, and to the approach of firms such as InnoCentive.
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alternatives that can be combined (i.e., by creating a ‘standard’ mode of operation, such
as PAL codes for DVDs), and () leaving the status of future ideas and technologies
ambiguous.
A final institutional response is to simply design the market in a way that allows

the entire “solution” of complementary ideas to be combined (and valued) in a single
package. This is the essence of a prize system. While the concept of innovation prizes
have been around for centuries (Mokyr, ), there has been a recent flurry of inno-
vation prize offerings (mostly by philanthropic organizations) ranging from reusable
spacecraft to energy efficient cars to the development of specific vaccines. Of course,
while a prize mechanism does encourage supply and provides a particular type of
predetermined demand for an innovation, most ideas production is resistant to a prize
mechanism because of the inability to completely and accurately specify the perfor-
mance criteria and relevant parameters in advance (indeed, specifying the fundamental
requirements of a design is often the most important “idea” regarding that design).

AQ: This is
repeated from
note .More generally, it is useful to emphasize that each of the three institutional responses

to ideas complementarity—patent pools, standard-setting, and prizes—achieve market
thickness by () limiting the range of technical alternatives that can be combined (i.e.,
one may not be able to achieve operability outside the “standard” or onemay ignore key
design elements in the prize specification) and () leaving the status of future ideas and
technologies ambiguous.

Congestion and value rivalry

We now turn to examine the impact of value rivalry on market congestion. When there
is a high degree of value rivalry, the disclosure of the idea (even if not the sale) to one
potential buyer reduces the value of that idea to other potential buyers. As emphasized
by Anton and Yao () and Gans and Stern (), the bargaining power of an idea’s
seller in a bilateral negotiation arises in part from their ability to agree to keep the idea
a bilateral secret, conditional on a sale. However, bilateral secrecy is at odds with the
ability of an idea’s seller to play multiple potential buyers off against one another before
agreeing to an exclusive sale to the highest bidder. If the disclosure of the idea to all
potential bidders undermines the valuation of the idea by each of those bidders, sellers
of ideas may be very limited in their ability to consider multiple offers for a single idea.

 Prizes and forward contracts need not be large scale. For example, InnoCentive allows established
firms (which are vetted for credibility) to post problems they seek to have solved. One challenge set
, for the delivery of a non-ion-sensitive super-absorbent polymer, while another by Kraft looks
for bakeable cheese technology partners and many have been awarded ( in all). Overall more than
, people from most countries in the world have registered as potential solvers on the site
(<http://www.innocentive.com/>).
 This is a refinement of Arrow’s classical statement on disclosure (), and is emphasized in the

literature on the impact of appropriability and the commercialization of new technology (Teece, ;
Levin et al., ).
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There are, of course, some sectors in which a limited market for ideas exists, and
where it is possible to observe the consequences of value rivalry and limited appro-
priability. For example, in the market for movie scripts, a screenwriter will prepare a
short treatment that, in some circumstances, can be marketed simultaneously to mul-
tiple potential movie production companies. While this facilitates effective matching
(and, in the best of circumstances, allows the screenwriter to play different producers
off against one another), the history of the movie industry is littered with stories in
which a movie treatment is originally “rejected” by a producer who then develops
the idea or a very similar variation. In some cases, this can lead to multiple studios
producing very similar movies at the same time, limiting the box office success of
each offering. 

It is perhaps not surprising that the main consequence of value rivalry is likely to
be congestion. Rather than dilute the valuation of all potential buyers by disclosing
(at least part of) the idea broadly, a buyer and seller may agree to engage in bilateral
negotiations for a fixed period of time, with significant penalties for disclosure to third
parties. That is, they retain value by limiting use. For example, in high-technology
industries such as biotechnology and software, bargaining over the details of a license
(including the detailed disclosures of the underlying technology) is often conducted
on an exclusive basis, with both parties agreeing to limit contact with other potential
buyers and sellers for a certain amount of time. These due-diligence periods imply
that the detailed negotiations over the precise terms and conditions of a license take
place in a bilateral rather than multilateral environment. This potentially leads to effi-
ciency losses resulting from poor match quality and significant uncertainty regard-
ing the “fair” price for an idea of a given quality. As emphasized by Lemley and
Myhrvold ():

Willing licensors and licensees can’t find each other . . . no one can know whether
they are getting a steal or being had. When parties do license patents, the prices are
(to the extent we can tell) all over the map. And the rest of the world has no idea
what those prices are. This, in turn, means that courts lack adequate benchmarks
to determine a “reasonable royalty” when companies infringe patents. The lack of
a real, rational market for patent licenses encourages companies to ignore patent
rights altogether, because they cannot make any reasonable forecast of what it would
cost them to obtain the licenses they need and because they fear that theywill pay too
much for a technology their competitors ignore or get on the cheap. At the same time,
ignorance of prices permits unscrupulous patent owners to “hold up” companies that
make products by demanding a high royalty from a jury that has no way of knowing
what the patent is actually worth.

 See McAfee (, table ., p. ). Similar releases around the same time include movies whose
main themes are Robin Hood (), volcanos (), animated ants (), asteroids (), Mars
missions (), animated urban to wild animals (), animated penguins (), and Truman
Capote ().
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In other words, value rivalry poses a market design challenge that results by and large in
a sharp tradeoff for buyers and sellers in the market for ideas: engage in either isolated
bilateral transactions that involve inefficient allocation, or multilateral market-based
bargaining that can reduce the productive value of completed trades.
It is useful to emphasize that when intellectual property rights are not costlessly

enforceable (a topic we return to later), the use of bargaining protocols that induce
congestionmay be privately optimal to any particular buyer and seller while nonetheless
being socially inefficient. Each potential buyer’s value may depend on whether other
buyers have had access to the technology or not (since rival access would allow com-
petitors to expropriate some portion of the value by imitating technology, and raising
the level of competition in the market). In this circumstance, a particular buyer–seller
pair will seek tominimize informational leakages—bymaintaining the idea as a bilateral
secret—in order to retain the value created by their transaction. In such a circumstance,
very few buyers will be able to evaluate and compete for access to the idea ex ante,
lowering the probability that the ultimate buyer is a good match. Importantly, in the
absence of an effective matching mechanism, the value of each sale in the market for
ideas goes down, as the willingness to pay of a poorly matched buyer is lower than the
willingness to pay of the “ideal” buyer.

Safety and the control of user reproducibility

Finally, we consider the challenges involved in ensuringmarket safety and transparency
in the context of the buying and selling of ideas. While the unique properties of ideas
may pose several additional limitations on market safety in ways not encountered in
other markets, it is useful to focus our attention on the impact of user reproducibility
onmarket safety. When users can reproduce an idea at a zero or very lowmarginal cost,
there are often significant limitations onwhether the seller can control how users exploit
or distribute the idea. For example, it may be that the majority of potential customers
for a digital song intend to use it themselves and value that song at  per user. However,
there may exist another type of agent, indistinguishable from ordinary users, who has
the capacity to resell or otherwise distribute that song. In other words, a small fraction of
potential buyersmay subsequently plan to also become sellers by taking advantage of the
non-rivalry of digital information goods. When the original seller cannot distinguish
between the two types of buyers, the sellers cannot simply charge “non-reproducing”
users  per song, and “reproducing” users a much higher price. Instead, sellers need
to develop a pricing scheme that takes into account the potential competition from
resellers. Moreover, since the entry of reproducing users into the market will lower the
price, the sellers need to take into account the non-reproducing users’ expectations of
the likelihood of entry. In the extreme—if buyers can replicate the idea at zero cost,
and replication can be achieved instantaneously once the good has been acquired—it is
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possible that no positive price will be feasible, and the good may never be introduced
into the market. , 

The ability to expropriate ideas is particularly salient in the presence of an organized
market mechanism. While most discussions of Arrow’s disclosure problem tend to
emphasize its impact on bilateral negotiations, the potential losses arising from dis-
closure may be more salient when a competing seller has an opportunity to offer a
competing “version” of the same or a very similar idea to the samepotential customers as
the seller of an initial idea.The ability of buyers to also sell ideas (thus undercutting the
sales of the original seller) is greater when there is a well functioning organized market
that facilitates transactions. For example, in the case of digital music, the potential for
some modest level of copyright infringement has always been present (e.g., through
bootlegged tapes, etc.).However, the development of the Internet, and,more specifically,
technology platforms such as Napster and BitTorrent dramatically increased the ability
of users to share music with each other (by significantly lowering the cost of user repro-
duction). This dramatic increase in the share of music distributed through copyright-
infringing behavior has further resulted in strategic behavior by record companies,
who invest large sums of money in the development of ever-more-complicated digital
rights management technologies (each of which has subsequently been neutralized by
committed hackers) and aggressive rights enforcement against individual downloaders
(Rob and Waldfogel, ). This has distortionary effects, as it requires large sums of
money to be invested in activities that are not, in themselves, productive. Without a
centralized exchange system, low user reproducibility may have little impact on market

 Boldrin and Levine () offer an interesting analysis in which they consider a setting with
(possibly small) frictions in ex-post replication (either as the result of a small but non-zero replication
cost or delays in the time required for replication) to argue that a positive price might indeed be feasible
(and would therefore give producers of ideas incentives to develop innovations even in the absence of
formal intellectual property protection). While a full discussion of the analysis of Boldrin and Levine is
beyond the scope of this chapter (as the relationship between their assumptions and the MfT literature
is a bit complex), it is worth noting that their focus on the role of alternative market institutions in
shaping the welfare arising from ideas production offers an intriguing perspective, grounded in a
market design approach, about the welfare consequences of formal intellectual property rights.
 The challenges arising from user reproducibility are in no way limited to digital information goods

or ideas whose only form of intellectual property protection may be in the form of copyright. Consider
the case of agricultural biotechnology. Over the past decade, Monsanto has commercialized a wide
range of genetically modified seed crops. While many (though not all) of these crops could in principle
have their seed be used over multiple generations (so-called seed-sharing), the Monsanto license
permits only a single use from each seed (i.e., no seed-saving across generations). Monsanto enforces
these agreements aggressively, including proactive monitoring of potential license violations, and
maintaining a large capacity for litigation against potential infringers (see <http://www.wired.
com/science/discoveries/news///> retrieved July ). Monsanto claims that, in the
absence of enforcement, farmer-competitors would be able to enter the market, undermining their
property rights as granted in patent law, with the potential for significant distortions to their pricing and
research and development incentives. In other words, in the absence of effective intellectual property
rights enforcement, the potential ability to “replicate” Monsanto’s seed technology (in this case, through
natural reproduction) has the potential to undermine Monsanto’s ability to sell its technology even to
non-infringing farmers.
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outcomes, as the ability of any individual user to compete with the original seller is
limited.

Our analysis suggests that striking facets of the nature of innovation and ideas—ideas
complementarity, value rivalry, and user reproducibility—each pose specific and fun-
damental challenges for the market design criteria proposed by Roth. In many contexts,
the lack of organized markets is not simply a historical accident or a reflection of the
fact that a market would have little value; instead, there are significant limitations on
the feasibility of the market for ideas given the inherent challenges in market design.
In other words, in the absence of specific institutional mechanisms to overcome these
challenges, the nature of ideas undermines the spontaneous and uncoordinated evolution
of a corresponding market for ideas.

The role of intellectual property on the design of markets
for ideas

One of the central findings of the MfT literature is that formal intellectual property
rights such as patents are closely associated with technological trade (Arora et al., ;
Gans, Hsu, and Stern, , ). This prior literature, however, does not distinguish
between the role of intellectual property rights in facilitating bilateral transactions (the
focus of nearly all of the prior literature) and in multilateral market mechanisms. 
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While this emerging body of empirical evidence offers support for the causal impact
of the patent system on the feasibility of licensing, there is little empirical evidence as
to whether such licensing is efficient, and whether intellectual property rights facilitate
competition between multiple potential licensees and licensors. To evaluate the impact
of intellectual property on the feasibility of an effective multilateral market for ideas, it
is useful to consider the interplay between intellectual property and the three facets of
ideas that we have highlighted throughout our analysis: value rivalry, user reproducibil-
ity, and ideas complementarity.
When the value of an idea to a potential buyer depends on their ability to have

exclusive use of that idea (i.e., there is a high degree of value rivalry), formal intellectual
property rights play a direct role in enhancing the potential for a market for ideas. In
order to increase the expected sale price, a seller would like to disclose a nascent idea
to multiple potential buyers, and then allocate the idea using an efficient and feasible
mechanism such as an auction. As we discussed earlier, disclosing the idea to multiple
buyers can limit the valuation of each buyer (since those who do not purchase will
nonetheless benefit from the idea to a certain extent, and so limit the opportunities for
monopolistic exploitation of the idea by the successful bidder). Effective and enforceable

 For example, in Gans et al. (), we find direct evidence that the timing of licensing an
innovation (by a technology entrepreneur) is increasing in whether a patent for that innovation has
been granted; prior to patent grant, the property rights covering an innovation are more uncertain,
reducing the ability to license to a downstream commercialization partner.
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formal intellectual property rights directly overcome this constraint by offering an ex
post mechanism to discipline those who expropriate the idea for their own use without
payment or a formal agreement. Indeed, this role for formal intellectual property rights
to facilitate organized exchangemarkets can be seen across numerous settings. Over the
past decade, so-called innovation exchanges such as Ocean Tomo have emerged, and
have evolved to focus almost exclusively on technologies covered by formal intellectual
property protection (in Ocean Tomo’s  auction, the entire portfolio of auctioned
items were covered under a US patent grant). Similarly, the overwhelming share of
university licenses are linked to specific pieces of intellectual property, and a very high
share of all university licensing activity involves inventions for which a patent has been
applied.
A similar case can be made for the impact of intellectual property on ideas char-

acterized by high user reproducibility. When the marginal cost for replicating an idea
is extremely low (or even potentially zero beyond the first unit), sellers of ideas in
organizedmarkets face the possibility that themost aggressive early buyers of their ideas
are precisely thosewho are planning tomarket that idea to others, thus undermining the
ability of the originator of the idea to appropriate the value of their idea even when that
idea achieves a high level of diffusion. Because effective intellectual property protection
provides an ex post mechanism to punish such behavior, it is possible to limit such
behavior ex ante. Of course, the mere existence of a property right is not enough;
there must be effective and credible enforcement when buyers abridge the terms of
their licensing agreements to distribute the idea more widely. In some sense, the often-
criticized litigation behavior of the Recording Industry Association of America (RIAA)
and individual record companies highlights the dilemma: the massive scope and scale
of copyright-infringing file-sharing networks such as BitTorrent (and Napster in an
earlier era) limit the credibility of the litigation threat for any particular buyer, while
the punishments in the small number of “example” cases seem to many like an abuse
of the intellectual property right itself. The broader point, though, is that intellectual
property rights do not simply enhance bilateral exchange but, by enhancing market
safety, enhance the potential for multilateral exchange.
Interestingly, intellectual property has a more ambiguous impact in environments

characterized by a high degree of ideas complementarity. When the value of any one
idea depends on its combination with other ideas, the ability to extract value from the
market for ideas depends on bargaining position and strength of each idea holder and
potential buyer. If intellectual property rights are extremely strong (e.g., a successful
law suit allows for injunctive relief, including the cessation of commercial operations
infringing the patent), the relative bargaining power of different holders of property
rights need not be determined by the intrinsic value and marginal contribution of their
idea, but instead may be determined by the credibility to threaten hold-up after specific
investments have been made. In other words, when ideas complementarity is strong,
there is a greater incentive on the part of each seller of ideas to forgo participation
(undermining market thickness), and these incentives can potentially be exacerbated
by formal intellectual property rights. At the same time, intellectual property can play
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a crucial role in helping to design institutional responses to mitigate the potential for
hold-up. As mentioned earlier, standard-setting organizations in the information tech-
nology industry have evolved to serve as both a mechanism for coordination among
multiple sellers of ideas and also as a clearinghouse to disclose and occasionally even
pool intellectual property claims into a coherent bundle so that potential buyers can
avoid a patent thicket.
More generally, this discussion highlights the fact that formal intellectual property

rights play a special but subtle role in facilitating the operation of a market for ideas.
Whereas Gans et al. () emphasize that formal intellectual property rights such
as patents encourage collaborative (but bilateral) commercialization, the analysis here
suggests that patents play an arguably more central role in multilateral settings. The
ability of an expropriator to exploit the market by taking advantage of the seller of idea’s
disclosure, can potentially lead to large costs of expropriation. While intellectual prop-
erty straightforwardly overcomes the disclosure problem and so enhances the potential
for multilateral bargaining over ideas, the enforcement of intellectual property rights—
most notably the ability to assert a marginal claim and threaten injunctive relief in a
probabilistic patents system—may enhance incentives for hold-up and so undermine
market thickness.Which of these effects dominates is an empirical question, and is likely
to differ in alternative environments. For example, while it is likely that intellectual prop-
erty rights have facilitated more centralized bargaining in areas such as biotechnology
where ideas complementarity tends to be relatively low, it is possible that the converse
is true in areas such as software or business method patents.

Repugnance in the market for ideas
....................................................................................................................................................................

Our previous discussion has analyzed the challenges, from an economics perspective, in
the design and operation of markets for ideas. Nonetheless, those economists who have
engaged in practical market design have noted that other, non-economic factors, can
play a role—even a decisive one—in driving what is possible. Roth () classified a
large number of such constraints under the rubric of repugnance.  In particular, repug-
nance refers to social constraints preventing exchange from taking place at positive
prices. For example, there are legal restrictions on establishing markets in areas such
as organ trading or child adoption; specifically, on the use of money to facilitate such
trade. To Roth, these were reasons markets did not exist and also factors that market
designers need to work around.
We have noted the paucity of idea exchange at a positive price. However, the exchange

of ideas and knowledge does indeed take place throughout society and over time.

 While Roth considers repugnance issues in the study of markets only from an economics
perspective, such constraints have been identified and explored in other contexts by sociologists. This
includes the seminal work of Zelizer () on the pricing of child care and Titmuss () on the use
of (or lack of) monetary incentives in blood donation.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 joshua s. gans and scott stern

Indeed, it is the unpriced flow of ideas and knowledge—knowledge spillovers—that
have come to be taken as the crucial building block for modern theories of endogenous
economic growth. In other words, while the inability to place a positive price on some
types of transactionmay be a puzzlewithin a particular setting, our understanding of the
broader process bywhich economic growth occurs depends heavily on the historical fact
that (at least some) producers of ideas have only limited appropriability over their ideas
and are unable to earn their marginal product through an organized and competitive
market for ideas.
The notion that repugnance might be an important constraint on the exchange of

ideas and knowledge is perhaps best exemplified by the wide body of historical and
contemporary evidence that, at least for some types of idea such as scientific knowledge,
producers of ideas explicitly value the dissemination and future use of that knowledge
over the monetization of the idea. Consider the famous words of Benjamin Franklin, a
noted Enlightenment inventor and ideas producer:

as we enjoy great advantages from the inventions of others, we should be glad of an
opportunity to serve others by any invention of ours; and this we should do freely
and generously. (Franklin, , pp. –)

Though expressions of the value of free exchange by suppliers of ideas and knowledge are
pervasive—from scientists to journalists to advocates for diverse religious expression—
there are very few analyses that take on the consequences of such sentiments for the
incentives to produce knowledge or the impact on the design of efficient institutions for
the exchange and dissemination of that knowledge.
Such norms go beyond a simple desire to “pay less” or offer a “discount.” Instead,

we observe a bimodal structure to transactions in the ideas market. On the one hand,
some ideas are associated with either bilateral or multilateral exchanges, and there
are significant premiums placed on successful innovations (potential drug candidates,
promising software algorithms, etc.). At the other extreme, there is a wide body of
knowledge that is distributed for free. Interestingly, there are few transactions that take
place at a low but positive price (particularly for goods that are themselves considered
pure “knowledge” or “ideas”). For the class of ideas where both buyers and sellers believe
that trade is repugnant at any price, the equilibrium that emerges is that only a small
number of (very valuable) ideas will have a high and positive price (and be criticized
for that monopolistic pricing) while a larger number of ideas will effectively be sold at
a price of zero.
In the remainder of this section,we raise the hypothesis that this is not simply amatter

of market design but also the result of repugnance. We certainly acknowledge that this
hypothesis requires careful empirical evaluation in future work. However, we also think
it is useful, in the spirit of Roth, to consider the impact and role that repugnance might
play in themarket for ideas, and evaluate the potential impact of alternative policies and
institutions designed to promote the exchange of ideas and knowledge in the presence of
a repugnance constraint.We emphasize that this part of our analysis is quite speculative,
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as our main contribution is simply to highlight settings where repugnance may impact
the efficiency of the exchange of pure ideas.

Sources of repugnance

The potential origins of repugnance over ideas trading are likely diverse and subtle, and
our examination here is necessarily incomplete; we are highlighting what we think may
be the most important drivers of repugnance while fully acknowledging that we are in
no way completing a comprehensive survey.
First, as emphasized by Arrow, there appears to be a complicated set of essentially

psychological intrinsic drivers:

It seems to me that that there is a motive for action not taken account of in standard
economic models. It is a motive that operates in a social context and cannot fully
be discussed in the terms standard in “methodological individualism.” I refer to
what appears to me to be a tendency for individuals to exchange information, to
engage in gossip at all levels. There is some form of satisfaction not only in receiving
information but also in conveying it. Currently, this is exemplified by the curious
phenomenon ofWikepedia [sic], where individuals spend time and effort to convey
information without pay and without fame. Probably, there is even an evolutionary
basis for this phenomenon, though explanations of social traits (other than those
involving kin) on the basis of natural selection have proved to be difficult. (Arrow,
, p. )

In other words, disclosure is fundamental to human communication. The dividing line
between social communication and the disclosure of knowledge is often blurry, partic-
ularly in the context of embryonic ideas. An important component of human creativity
is the communication of that novelty to others, in the desire both to impress and to
share (Amabile, , ). Simply put, while economists have essentially abstracted
away from the joy and excitement of discovery in the study of innovation, discovery
and creativity are nonetheless important stimuli that are shared through communica-
tion (requiring disclosure that most economic theory suggests inventors will keep to a
minimum).
A second potential driver is grounded in the sociology of collective sharing and

gift exchange (Gouldner, ; Iannaccone, ).  While the conditions in which

AQ: Note 
give Frank
, but only
a Frank 
source is
listed.

communities establish norms regarding free exchange are subtle (as we discuss later),
it is possible that the willingness of suppliers to provide ideas and knowledge for free is
grounded in theirmembership of a community in which they also receive free ideas and
knowledge from their peers. Indeed, this form of communal sharing flips the challenge
arising from the low costs of user reproducibility on its head; rather than serving as
a deterrent to an organized market, an entire community acts as both suppliers and
demanders, and enforces an equilibrium norm in which exchange takes place at a zero

 This is similar to the emotional commitments described by Frank ().
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price. From a broad market design perspective, this collective (equilibrium) choice to
exclude monetary exchange and other forms of profit can manifest itself in the form of
repugnance for cash transactions.
Finally, it is possible that the origin of repugnance might be due to an aversion to

complex contracting over the uses and applications of intangible goods. One of the dis-
tinctive properties of information is that potential buyers may not be able to anticipate
precisely how they might use a particular idea or new technology once it is acquired.
Consequently, buyers may be extremely averse to negotiating contracts (particularly
contracts in which they have an informational disadvantaged) about how they might
use or exploit an idea once it is exchanged. In such an environment, potential buyers
would have an extreme control-rights preference against paying for an idea in a way that
involved significant ex postmonitoring regarding the use of that idea. For example, there
would be significant aversion to contract terms that involved metering of restrictions
on the scope of application. From a market design perspective, an inability to charge
a positive price for the use of an idea (even when that may be “efficient” from the
perspective of traditional economic theory) can be interpreted as a repugnance-based
constraint on certain types of licensing and intellectual exchange arrangements.

Transaction costs versus repugnance

Before turning to the impact of institutions that seem to account for repugnance in ideas
markets, it is useful to consider whether the lack of exchange of ideas at a positive price
is simply the result of transaction costs. While transaction costs certainly mitigate the
viability of certain types of opportunistic transactions that might involve considerable
negotiation (even in the absence of the types of challenges we described earlier), it is
also worth considering the fact that the dynamics of markets for technology or ideas
with positive prices versus zero prices are strikingly different:

From the consumer’s perspective, though, there is a huge difference between cheap
and free. Give a product away and it can go viral. Charge a single cent for it and you’re
in an entirely different business, one of clawing and scratching for every customer.
The psychology of “free” is powerful indeed, as any marketer will tell you. . . .People
think demand is elastic and that volume falls in a straight line as price rises, but the
truth is that zero is one market and any other price is another. In many cases, that’s
the difference between a great market and none at all.
The huge psychological gap between “almost zero” and “zero” is whymicropayments
failed. It’s why Google doesn’t show up on your credit card. It’s why modern Web
companies don’t charge their users anything. And it’s why Yahoo gives away disk
drive space. The question of infinite storage was not if but when. The winners made
their stuff free first. (Anderson, )

To an economist, what Anderson is implying is that not only is the cost of information
replication low, but the demand curve for information goods becomes highly elastic at
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a zero price (and relatively inelastic at any positive price). In other words, even a very
small monetary cost can engender a dramatic shift in realized demand. While certain
types of “micro-payments” have emerged in certain contexts (e.g., iTunes’  cents
pricing), participants inmany ideas transactions seemwilling to negotiate over whether
and when knowledge will be exchanged (incurring significant transaction costs), but
not price—there seems to be significant aversion to transactions at low but positive
monetary prices.Thus, even where transaction costs have fallen dramatically (e.g. news
delivery), this has not translated into the emergence of monetary payments.

The design of markets for free ideas

Roth emphasizes that repugnance need not be a fundamental constraint on efficient
exchanges (though of course it does raise some difficult challenges). When Roth con-
fronted repugnance in the market for kidney donation, he began to design markets that
involved exchanges among voluntary donor pairs, essentially allowing for exchanges
across families. Working within the repugnance constraint, Roth has organized an
emerging set of markets for kidney exchange that operate without monetary payments
but do indeed save lives through effective market design (see Chapter ).
In the market for ideas, there are a striking number of real-world institutions that

are premised on a price of zero.  Consider Wikipedia (Tapscott and Williams, ;
Greenstein and Devereux, ). On the one hand, the traditional encyclopedias such
as the Encyclopedia Britannica involved the solicitation of articles by leading scholars
along with a modest monetary payment, and the encyclopedias themselves were sold
at extremely high margins (e.g. the s-era Encyclopedia Britannica sold for about
, and was produced for a marginal cost of about ) (Devereux and Greenstein,
).Wikipedia, on the other hand, is organized according to a very different principle.
Both the provision of content and the use of the online encyclopedia are not only free but
open to debate and interpretation by the user community. Rather than soliciting articles
from leading “experts,” Wikipedia allows any user to also serve as a contributor and has
developed subtle protocols to adjudicate debates when different users/contributors hold
different perspectives. Once an entry or contribution is submitted, individuals do not
even have an absolute right of “control” over their own prior contributions; not only are
there no prices, there are no property rights. Despite this quite idiosyncratic “design” for
an encyclopedia, Wikipedia has quickly emerged as the single most utilized reference
source in the world. In less than a decade, Wikipedia has essentially supplanted the
positively priced expert-based system that had existed for nearly  years. Of course,
the reliance on mere users and free contributions has raised concerns about quality
and accuracy. Perhaps surprisingly, however, most independent tests suggest that the

 It is interesting to note that while Roth’s examples usually involve a law or regulation that prohibits
monetary transfers, institutions for free ideas tend to operate according to (strongly enforced) informal
norms and practices.
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overall rate of error is similar across free, user-based systems and expert-based systems
with positive prices (and, along some dimensions, Wikipedia is in fact superior) (Giles,
). Intriguingly, given the complexity and need for debate and adjudication within
the Wikipedia user and contributor community, the decisive issue for Wikipedia is not
a lack of “transaction costs” (indeed, there are significant transaction costs to make a
contribution and understand the information uponwhich individual entries are based);
instead, the key issue seems to be the complete transparency of the process by which
information is provided, the ability to debate alternative ways of organizing a particular
set of facts, and the ability of the worldwide user community to access that information
for free (Tapscott andWilliams, ). Put simply, the “wiki”model (which now extends
well beyondWikipedia) has emerged as amarket for free ideas that simultaneously relies
on free exchange and requires significant investment on the part of the contributors of
ideas.
Whereas Wikipedia is a quite recent phenomenon, the development of institutions

involving the free exchange of ideas is, of course, much older, and realizedmost durably
and strikingly in the context of “open science” (Merton, ; Dasgupta and David,
; Stern, ; David, ). Open science is a complex system in which researchers
participate within a scientific community by drawing upon and advancing a specialized
field of knowledge through pursuing research directions of their own interest. The
hallmark of this system is the priority-based reward system: to receive credit for their
discoveries, scientists publicize their findings as quickly as possible and retain no formal
intellectual property rights over their ideas (Merton, ; Dasgupta and David, ).
In turn, the institutions supporting scientific research—from universities to public
funding agencies to non-profit foundations—offer status-based rewards such as tenure
and prizes to recognize significant achievements; these awards are publicly announced.
The priority-based reward system not only serves to provide incentives for scientists,
but also enables a system of efficient disclosure that (at least in principle) minimizes
the duplication of research efforts among scientists (assuming that scientists can access
and replicate each other’s work at relatively low cost) and enhances the growth in the
stock of knowledge within the boundaries of particular scientific disciplines (Dasgupta
and David, ). While the origins of open science are grounded in a complex set of
motives and incentives facing researchers and funders (David, ), the norms of open
science have evolved in amore evidentmanner.They ensure a high level of participation
(allowing researchers to build on ideas in an unstructured way over time), allow for
multiple researchers to both collaborate and compete with each other in a (relatively)
transparent way, and, strikingly, provide status-based rewards to those who can credibly
claim to have initiallymade a discovery (rather than those who simply learn about it and
diffuse it to others). As a market design, open science overcomes the challenges arising
from ideas complementarity, value rivalry, and user reproducibility. 

 Indeed, it is precisely the violation of these norms that are at the heart of contemporary policy
debates about the limits of open science when knowledge traditionally maintained within the public
domain is also protected by formal intellectual property rights. As emphasized by Murray () and
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It is, of course, feasible to consider a wide range of institutions that support markets
for free ideas, and examine each from the perspective of market design. Without claim-
ing to provide a comprehensive list, such institutions range fromenduring arrangements
such as the freedomof the press and religion, tomore contemporary phenomena such as
the open-source software movement, the blogosphere, and YouTube. In each case, ideas
that are costly to develop are nonetheless offered at essentially a zero price.One dramatic
consequence of a zero price is that, conditional on participation by suppliers of ideas,
it is relatively easy to ensure market thickness and to take advantage of the non-rivalry
of ideas among users. Market safety is likely to be more of an issue, particularly when
ideas can be used or manipulated in ways that are adverse to the interests of the supplier
of ideas. While each of these institutions supports both the production and diffusion of
free ideas—ranging from political rhetoric to well defined technological innovation—
it is striking to us that there has been little systematic analysis of the institutional
requirements for such arrangements to exist, the role that repugnance plays in shaping
these institutions, and the contribution of these eclectic institutions to economic and
social well-being.

Market design and the limits of repugnance

One of the most striking aspects of repugnant markets is that the constraints on pricing
are rarely comprehensive and often emerge in relatively subtle ways. For example, while
there are sharp constraints on organ trading at a positive price, there is certainly no
expectation that physicians involved in kidney exchange should operate for free, nor are
there constraints on charging for other human parts such as hair. Howdo the limitations
and nature of repugnance impact the pricing of ideas and knowledge?
Consider the emergence of online two-sided markets such as Internet search. From

a theoretical perspective, it is possible that, for technologies such as Google web search,
the equilibrium involves () consumers paying for web search and access to advertisers,
() advertisers paying for access to consumers, who are able to search for free, and () a
mixture of payments on both sides of this technology platform. However, if consumers
have a deep aversion to paying for “information,” it becomes much more likely that
the equilibrium will involve free consumer search alongside paid advertising content.
It is useful to compare this model with the pricing of physical newspapers. Even for
a newspaper in which the marginal cost was positive, consumers have traditionally
paid a nominal charge and the bulk of newspaper revenues have been through the
advertising channel. In other words, the existence of repugnance did not necessitate
public funding in order to achieve a positive level of supply; instead, media and adver-
tising have evolved to complement each other in order to overcome some of the key

Murray and Stern (), patents in particular seem to have emerged as an alternative non-monetary
“currency” that has been adapted by the scientific community to promote the underlying norms of the
open science system.
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constraints that would arise if newspapers or other media could be accessed only at a
high price.
Examining markets for ideas that involve significant limitations on the use of

those ideas highlights a second type of nuanced constraint on pricing. For exam-
ple, while the market for prerecorded magnetic videotape was by and large served
in the form of a rental market (placing significant time limitations on use, opening
up users to the potential for late fees, etc.), the pricing of DVDs and CDs is in the
form of a flat fee for unlimited private exploitation.  More generally, different tech-
nologies and types of knowledge are associated with very different pricing schedules,
and there has been little detailed examination of the conditions under which differ-
ent arrangements are effective, and, in particular, what role repugnance over certain
types of monetary transactions plays in the emergence of different types of pricing
structure.
This can be seen perhapsmost dramatically in the case of fixed-fee versus subscription

services. While some types of information products can be sold through a subscription
service (fromnewspapers to cable television), attempts to establish subscription services
have failed in a wide range of settings, including software. While most consumers (and
particularly business consumers) are fully aware that upgrades are likely to occur on
a regular schedule, and that they are likely to purchase such upgrades (either as the
result of enhanced quality or to ensure interoperability), software companies such as
Microsoft and Intuit have largely failed in their efforts to establish subscription services
for their products. In the absence of repugnance, this is surprising, since the availability
of a subscription service likely reduces the riskiness of expenditures of a potential
buyer and most subscription services have been offered in a way that made them an
attractive option for those who were likely to upgrade anyway (which turns out to be
most consumers). However, if buyers have a preference for control over the decision
(even one that likely involves paying a premiumexpost), the repugnance associatedwith
subscription pricing likely undermines the market viability of what would otherwise be
an efficient pricing mechanism.
Taken together, these examples suggest that understanding the form in which repug-

nance takes in particular circumstances, and considering how that particular form of
repugnance impacts the broader challenge of designing an effective market for ideas,
can deepen our analysis of repugnance.

 As well, except for media that have been protected by digital rights management software, it is also
possible to share these materials with others in violation of the license agreement imposed on buyers.
Indeed, Boldrin and Levine () suggest that fixed-fee pricing with no limitations on use (including
resale and replication) can be optimal. Their analysis captures the idea that if you allow idea buyers to
resell the idea, you are able to charge a premium to early buyers and so avoid the costs imposed by the
restrictions. When imitation is not immediate, first-mover advantages may allow ideas sellers to
appropriate rents even in the absence of intellectual property protection. See also Gans and King ().
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Conclusion
....................................................................................................................................................................

Our aim, in this chapter has been to develop an agenda and framework for under-
standing the apparent lack of formal markets for ideas. In so doing, we have combined
insights from the economic literature onmarket design and the literature onmarkets for
technology. We have noted that the latter has mostly studied bilateral exchange of ideas
rather than “markets” as characterized by large numbers of buyers and sellers engaging
in large numbers of transactions. Such markets enable participants to better evaluate
options for combining ideas with each other and with other assets in a timely and stable
manner. Consequently, markets for ideas can both enhance the useful application of
ideas and also harness the force of competition to ensure that creators of ideas earn an
appropriate return.
Several conclusions emerge from this exercise. First, ideas possess particular charac-

teristics thatmake the efficient design ofmarkets challenging and impede the unplanned
emergence of markets. The fact that many ideas require access and perhaps ownership
of other, complementary ideas in order to be of value makes it difficult to coordinate
transactions so that participants can evaluate their choices over different bundles of
ideas. In addition, the fact that ideasmight be easily reproduced by users or expropriated
by them through pre-contractual disclosures can make sales of an idea to many buyers
unsafe, resulting in bilateral exchange.
To this end, Lemley and Myhrvold () argue that changes in the rules regarding

licensing can have a dramatic impact on the effectiveness of the market for ideas:

The solution is straightforward—require publication of patent assignment and
license terms. Doing so will not magically make the market for patents work like
a stock exchange; there will still be significant uncertainty about whether a patent is
valid and what it covers, particularly since patents tend by their nature to be unique
goods. But it will permit the aggregate record of what companies pay for rights to
signal what particular patents are worth and how strong they are, just as derivative
financial instruments allow markets to evaluate and price other forms of risk. It will
help rationalize patent transactions, turning them from secret, one-off negotiations
into a real, working market for patents. And by making it clear to courts and the
world at large what the normal price is for patent rights, it will make it that much
harder for a few unscrupulous patent owners to hold up legitimate innovators, and
for established companies to systematically infringe the rights of others.

While this would certainly allow some benchmarking and make it easier to define
prices, enforcement might be costly. However, Lemley and Myhrvold’s contention does
highlight the potential for alterations to patent right obligations to facilitate the estab-
lishment of markets. Importantly, it shows that in terms of market design there are
options available to policy-makers that may facilitate the emergence of markets for
ideas.
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Following that theme, formal intellectual property protection can inmany cases assist
in alleviating the challenges to the design of an efficient market for ideas. It can make
intangible ideas into assets that can be easily traded and understood. By protecting
against reproduction and expropriation, intellectual property protection can make idea
selling safe. At the same time, intellectual property can in some cases enhance incentives
for hold-up and exacerbate the coordination challenges in bringing together multiple
complementary ideas. Our analysis therefore gives policy-makers a new set of chal-
lenges to consider when evaluating the design of intellectual property instruments. For
example, enhancing the strength of patent protectionmay play a crucial role in enabling
effective technology transfer by preventing disclosure to multiple potential users of the
technology; at the same time, however, when multiple (overlapping, complementary)
producers of ideas can use the patent system to foreclose commercial activity, it is pos-
sible that strengthening intellectual property rights may only serve to further fragment
the technology transfer process.
Finally, we have identified the exchange of ideas for money as an activity that can be

understood as being constrained by repugnance. We noted that the resistance to selling
certain ideas comes from sellers as much as buyers and that it also appears to generate a
desire for extreme control rights in the use of ideas. Repugnance is something, we argue,
that has constrained the development of markets for ideas (at least with positive prices).
Because in so many situations and communities (especially those that are creative) the
sellers of ideas also benefit from the ideas of others, and gain value from the use of their
own ideas by others, the most market-like areas of the exchange of ideas have occurred
precisely where norms or repugnance have constrained the price to be zero. In this
situation, the lack of monetary flows can itself be seen as a means of generating market
thickness, avoiding congestion, making exchange safe, and adhering to repugnance. Put
simply, by finding areas where sellers and buyers value idea dissemination, it is possible
to design effective markets even though no monetary exchange takes place.
We believe that the analysis we have provided and the issues we have identified

are critical for the study of idea dissemination and ensuring returns to innovators;
in particular, this study aids our understanding of the complexities faced by business
and government in their attempt to facilitate these objectives. However, it also suggests
substantive areas for future study.
First, the exploration in this chapter was qualitative and intuitive but far short of the

sort of formal theoretical model that market designers now rely upon for predictions.
Formal modeling can assist in more precisely defining the aspects of the nature of ideas
that pose particular market design challenges and also the possibility that institutions—
in particular, formal intellectual property protection—may alleviate some of these chal-
lenges. In addition, in relation to repugnance, formal theoretical modeling is required
to properly distinguish alternative hypotheses regarding the source of that repugnance;
for instance, are zero prices a norm or a symptom of market breakdown?
Second, there is considerable scope for empirical work—drawn from both real-world

data and experimental evidence—to identify quantitatively themagnitude of challenges
in designing markets for ideas as well as the rate of return in terms of efficient matching
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from overcoming those particular challenges. For example, we identified several areas
where idea exchange proceeded freely and multilaterally—science and open source
communities—that may shed light on how to unlock similar liquidity in other areas
where idea exchangemay be fruitful. Studying how institutional changes and the impact
of commercial incentives have impacted on these domains where ideas exchange in
market-like ways will surely be an important first step in understandingwhethermarket
design can be brought to bear in other areas.
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redesigning
microcredit

...........................................................................................................

ashok rai and tomas sjöström 

Introduction
....................................................................................................................................................................

Economic theory explains credit market imperfections in terms of informational
and enforcement problems. Financial constraints arise if lenders are unsure about the
borrower’s riskiness, effort, or project choice (Stiglitz andWeiss, ), or about the bor-

AQ: Please
provide
reference
detailsrower’s actual realized return (Townsend, ). These financial constraints are aggra-

vated by a lack of collateral. Accordingly, poor households may be unable to finance
high-return investments in entrepreneurial activities, durable consumption goods, and
human capital. The result is underdevelopment and poverty. There is increasing micro-
evidence that such financial constraints are important. For example, McKenzie and
Woodruff () find that the average real return to capital for small entrepreneurs in
a Mexican town is – per month, substantially higher than the prevailing market
interest rates.
Microcredit, the practice of making small uncollateralized loans to the poor, has
appeared as a possible solution to these creditmarket imperfections.TheGrameen Bank
in Bangladesh, the world’s flagship microcredit program, was honored with the 
Nobel Peace Prize for its poverty-reduction efforts, and its lending model has been
replicated worldwide. Many microcredit programs are subsidized (Cull et al., ).
But in view of the informational and enforcement problems that afflict credit markets,
the success of microcredit programs in achieving high rates of repayment on loans
that are not secured by traditional collateral is remarkable (Armendariz de Aghion and
Morduch, ).

 We thank Ethan Ligon and seminar participants at the Second European Microfinance conference
in Groningen for their comments.
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Here we will reconsider the design of uncollateralized lending programs in light of
recent field evidence. Originally, theoretical interest was stimulated by the use of joint
liability in the lending scheme referred to as Grameen I (Yunus, ). A group of
five borrowers were given individual loans, but held jointly liable for repayment. If
any member defaulted, future loans to all group members would be denied or delayed.
However, Grameen I included other intriguing features as well, such as public repay-
ment meetings, frequent weekly repayments of loans, regular savings deposits, and
emergency loans in times of natural disasters (Armendariz de Aghion and Morduch,
). Unfortunately, there was very little variation in the microcredit programs that
replicated Grameen I, so it was hard to know if joint liability or something else was key
to Grameen I’s success. We were at a bit of an academic impasse.

Recent evidence from the field, discussed in the following section and surveyed by
Banerjee and Duflo (), has jolted us out of this impasse. First, in a remarkable
institutional change, the Grameen Bank’s revised lending contract, dubbed Grameen
II, no longer involves joint liability. This institutional change is part of growing dissat-
isfaction with joint liability lending (Armendariz de Aghion and Morduch, ). Sec-
ondly, Giné andKarlan () conducted an innovative field experiment with theGreen
Bank, a Grameen replica in the Philippines, in which they compared randomly selected
branches with joint liability to those with individual liability, and found no difference
in repayment rates. Thus, even though theoretical models inspired by Grameen I
explained why joint liability might dominate individual liability (Ghatak andGuinnane,
), the field evidence did not provide much support for this.
A striking feature of bothGrameen I andGrameen II, as well as both the joint liability
and individual liability branches of the Green Bank, is the use of public repayment
meetings. One can imagine various reasons why public repayments may be preferable
to private ones. For instance, the transaction costs of collecting payments from a large
group of assembled people at a pre-specified time is low. Public repayments may also
serve as a way to keep loan officers in check and to prevent fraud. Alternatively, the
public meetings may allow the bank to tap into information borrowers have about each
other (Rai and Sjöström, ). Or publicmeetingsmay be a venue for publicly shaming
defaulters (Rahman, ).

 Testing the effect of joint liability would require variation in real-world mechanisms, i.e.,
experimentation. There would be social benefits from trying out different lending schemes but private
first-mover disadvantages (Besley ). If donors had been willing to subsidize such experiments,
contractual alternatives might have emerged. By and large, however, there was a policy push toward
financial sufficiency and away from subsidies (Cull et al., ).
 More recently, Attanasio et al. () compared repayment performance in individual and joint
liability loans in an experiment in Mongolia, and again found no significant difference. However, they
found that joint liability borrowers are more likely to own businesses and spend more on food
consumption than individual liability borrowers, and less likely to make transfers to family and friends.
The impact of joint liability microcredit has also been analyzed by Banerjee et al. ().
 Other aspects of uncollateralized lending have been investigated recently, such as dynamic
incentives (Bond and Rai, ; Giné et al., ), and repayment frequency (Fischer and Ghatak, ;
Feigenberg et al., ; Field and Pande, ).
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Public repayment meetings may also have a more subtle benefit: they can help bor-
rowers make mutually beneficial informal insurance arrangements. As observed by
Armendariz de Aghion and Morduch (), when repayments are made in public,
“the villagers know who among them is moving forward and who may be running into
difficulties.” This anticipated shared knowledge can be used by borrowers ex ante to
expand the set of incentive-compatible informal agreements. The informal agreements
among the borrowers, which are not regulated by the formal contract offered by the
microcredit lender, are referred to as side-contracts.
We will consider the role of public repayments, but our intention is broader. Like
Townsend (), our starting point is amechanismdesign approachwhich emphasizes
the interplay between formal and informal contractual arrangements. Formal credit
arrangements are limited by insurance market imperfections (Besley, ). If it is not
possible to insure against negative exogenous shocks, then entrepreneurial activities
with high expected returnmight not occur even if financing could be obtained, because
theymight be considered too risky. Side-contracts may provide somemutual insurance,
but can suffer from the same kind of informational and enforcement problems as formal
contracts (Ligon, ; Ligon et al., ; Townsend, ; Udry, ). However,
enforcement problems may be less severe in informal arrangements which are enforced
by social sanctions, i.e., which rely on social capital instead of traditional collateral.
Informational problemsmay also be less severe in informal arrangements among neigh-
bors who know a lot about each other, and can observe each other’s behavior.
Informal mutual insurance arrangements are ineffective when borrowers face hard
times simultaneously, and therefore are unable to help each other out. The microcredit
lender may provide better insurance by not insisting on repayment after a verifiable
exogenous shock, such as a natural disaster. But the microlender is at an informational
disadvantage, and some exogenous shocks may be hard to verify. If default is costless,
then the borrower has a strategic incentive to default, claiming she cannot repay for
some exogenous reason that the lender cannot verify. To prevent strategic default,
default must be costly to the borrower. An efficient contract minimizes the expected
cost of default, subject to the incentive-compatibility constraint that strategic default
should not pay.
It is helpful to use the terminology external frictions for the outside lender’s problem
of observing what goes on inside a village, and enforcing repayment on loans that are
not secured by traditional collateral.These external frictions impede formal contracting
between the outside lender and the villagers. In contrast, internal frictions are caused by
the incomplete information the villagers have about each other, and the difficulties they
face in enforcing side-contracts. We will discuss how microcredit design is influenced
by both external and internal frictions. In theory, public repaymentmeetingsmight help
alleviate informational frictions, both external (Rai and Sjöström, ) and internal (as
mentioned earlier). The field evidence suggests to us that the latter effect may be more
significant.
In theory, internal and external frictions should be treated symmetrically: a side-
contracting group of agents face the same type of mechanism design problem as the



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 ashok rai and tomas sjöström

outside mechanism designer or principal (Laffont and Martimort, , ; Baliga
and Sjöström, ). In either case, incentive compatibility and enforcement con-
straints must be respected. Since side-contracts interact with formal contracts, under-
standing the former is important for the optimal design of the latter.The principal must
take into account that his mechanism will influence the agents’ side-contracting ability,
for example by determining howmuch information they have about each other (e.g., by
making messages sent to the principal publicly available).
This is not a comprehensive survey of the large literature on credit, savings, and
insurance in developing countries.We focus onmicrocredit, and do not discuss broader
issues of microfinance (see Karlan and Morduch, , for a wide-ranging survey).
Moreover, we assume the external friction to contracting is due to the possibility of
strategic default. Thus, we abstract from problems of adverse selection and moral haz-
ard. See Laffont and N’Guessan () for adverse selection, Laffont and Rey ()
for moral hazard, and Ghatak and Guinnane () for a broad survey of joint liability
contracting.

Field evidence
....................................................................................................................................................................

In this section we discuss how microcredit is redesigned in the field.

Grameen II in bangladesh

In , after several years of experimentation and learning, the Grameen Bank radi-
cally transformed its lendingmechanism (Dowla and Barua, ). Under Grameen I, a
group of borrowers who failed to repay would typically have been “punished” by having
future loans denied or delayed. But according toGrameen’s founder,MuhammadYunus,
Grameen I had been too rigid about enforcing repayment:

There is no reason for a credit institution dedicated to providing financial services
to the poor to get uptight because a borrower could not pay back the entire amount
of a loan on a date fixed at the beginning. . . . many things can go wrong for a poor
person during the loan period. After all, the circumstances are beyond the control
of the poor people. (Muhammad Yunus, quoted in Dowla and Barua, , p. )

Dowla and Barua () add that

aggressive insistence by the bank on strict adherence to rigid rules may lead borrow-
ers back to destitution. Borrowers forced into involuntary default because of a bad

 The idea of imperfectly side-contracting agents (bidders) is familiar from auction theory (Graham
and Marshall, ; Mailath and Zemsky, ; McAfee and McMillan, ; Lopomo et al., ).
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shock did not have a way back to rebuilding their credit relationships with the bank.
(Dowla and Barua, , p. ).

Below are some of the main design changes associated with Grameen II:

. Grameen II explicitly dropped the joint liability requirement that was a feature
of Grameen I. In Grameen II, borrowers who do not repay are offered flexible
renegotiated loan terms, but are threatened with credit denial if they fail to repay
the renegotiated loan. The original Grameen loans also relied on credit denial
as a repayment incentive; the difference is that in Grameen II the promise of
future credit for an individual borrower is not conditional on the performance of
others in the group. Instead, the loan ceiling for an individual borrower depends
primarily on her own repayment performance, attendance at public meetings, and
on her own savings.

. Grameen I typically required all borrowers to make weekly repayments on loans,
a feature Armendariz de Aghion and Morduch () pointed to as a potential
selection device. Grameen II allows for more flexible repayments which could be
structured more in line with the borrower’s cash flows.

. Borrowers in a group were given staggered loans under Grameen I, with one
borrower receiving a loan first, then the next two receiving a loan after the first
had repaid a few installments, and so on. Such staggering has been justified by
Chowdhury () for incentive reasons. But Grameen II disburses loans at the
same time to all borrowers who have repaid previous loans in full.

. Under Grameen I borrowers were forced to put regular savings into a group
account. Withdrawals from this group account required the consent of all the
group members. Such a group account has been eliminated under Grameen II.
Each borrower must make deposits into a special savings account that acts as a
form of collateral, but also has access to a voluntary savings account that pays
interest. Thus, while regular savings deposits are required under both Grameen
I and II, the opportunity for demand deposits has been created in Grameen II.

. One significant feature of Grameen I was preserved in Grameen II: repayments
are made at public meetings in which all borrowers at a particular center (or
branch) are present. Public meetings might simply make it easier for loan officers
to collect repayments. Further, the transparency of a publicmeetingmight serve to
discipline the loan officers, prevent embezzlement, or deter collusion. As discussed
later, the public meetings also allow the borrowers to learn things about each
other.

Making inferences about efficient contractual design from this institutional redesign
is difficult. We lack the appropriate counterfactual. Grameen II has flourished, and
recorded high repayment rates after the  reforms, but it is unclearwhetherGrameen
I would not have had the same success.
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Green Bank in the Philippines

Giné and Karlan () provided the appropriate counterfactual through a field experi-
ment in the Philippines. Randomization allowed a clean evaluation of changes inmicro-
finance design.They conducted two experiments with the Green Bank, a Grameen-style
lender in the Philippines, which conducted its redesign in stages and at centers chosen
randomly. In the first experiment, some of the existing Green Bank centers, in which
borrowers were receiving joint liability loans, were chosen at random to have their loans
converted to individual liability loans. Giné and Karlan () found no differences in
the repayment rates between the treatment centers (with individual liability loans) and
control centers (where joint liability loans continued), three years into the conversion.
Since borrowers formed groups expecting joint liability in both treatment and control
centers, the first experiment did not rule out a potential role for joint liability in prevent-
ing adverse selection. In the second experiment, the Green Bank randomly offered one
of three types of loan contracts to newly created centers: joint liability loans, individual
liability loans, and phased-in individual liability. In the last, borrowers started with joint
liability loans and then switched to individual liability. Again, Giné and Karlan found
no differences in default rates between these three types of loan contracts.
In both of Giné andKarlan’s () experiments, loan sizes were smaller in individual
liability loan centers, which could indicate some welfare loss. Still, the results seem to
suggest that joint liability loans give no better repayment incentives than individual
liability loans. Years of experimentation and learning also led the Grameen Bank to
drop joint liability, suggesting it may not be as crucial as previously thought.The public
meetings to collect repayments were preserved. As Giné and Karlan () note, social
influences on repayment might be important. We discuss related theoretical issues in
the next section.

The theory of strategic default
....................................................................................................................................................................

Rai and Sjöström () adapted the model of Diamond () in order to study
mechanism design by an outside bank in villages subject to internal contractual fric-
tions. In the simplest possible model, there are two villagers. Each villager i ∈ {, }
has an investment opportunity, project i, that requires an investment of one dollar. The
project succeeds with probability p. A successful project yields output h > , while a
failed project yields output . Project returns are independently distributed across the
villagers. If both villagers invest, then there are four possible outcomes or “states”: (, h)

is the state where project  fails and project  succeeds, (, ) means both projects fail,
etc. The villagers are risk neutral but have no assets, so self-financing is impossible.
The bank can be thought of as a benevolent not-for-profit microcredit organization,
or as a for-profit bank operating in a competitive market. For simplicity, assume the
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risk-free interest rate is zero, so to break even the bank must expect to get one dollar
back for every dollar it lends. An efficient contract maximizes the expected welfare of
the borrowers, subject to the bank’s break-even constraint.
To simplify the presentation, assume h is large enough to satisfy

(− (− p))h >  ()

This inequality implies ph > , so the investment opportunities have positive net present
value, and therefore should be funded. In a world with no frictions, each villager would
get a one-dollar loan from the bank with required repayment of /p < h if the project
succeeds (and nothing if the project fails).The expected repaymentwould be p(/p) = ,
so the bank breaks even. Each villager’s expected surplus would be ph −  > .
As discussed in the Introduction, external frictions impede contracting between the
villagers and the bank. Here we shall assume the bank cannot observe whether a project
succeeds or fails. In traditional banking relationships, a borrower who defaults loses her
collateral, and this prevents her fromdefaulting strategically. But in our village economy,
traditional collateral is lacking, and borrowers have nothing but the project returns with
which to repay their loans. Grameen I punished default by denying or delaying future
loans. But this cost of defaulting would sometimes be incurred by borrowers who did
nothing wrong, since projects sometimes fail for exogenous reasons.
Rather than specifying the details of how default is punished, we will simply assume
default is costly to the borrower. For example, future loans may be delayed or denied.

Let C denote the cost of default to the borrower. The cost is a net loss of social surplus;
there is no corresponding gain to the bank. It follows that an efficient contract mini-
mizes the expected cost of default, subject to the bank’s break-even constraint. Recall the
concerns, discussed in the previous section, that prompted the redesign of the Grameen
Bank:Grameen Iwas too inflexible toward unlucky borrowerswhowere unable to repay.

Coasean benchmark: perfect side-contracting

If default is costly, and project returns are not perfectly correlated, then the villagers
can benefit from mutual insurance. If one of them fails while the other succeeds, the
successful one should help the unlucky one repay, thereby avoiding the cost of default.
But such insurance contracts may be impeded by internal frictions within the village
(informational or enforcement problems). Empirical work suggests that these frictions
are important (Townsend, ; Udry, ). However, as a benchmark, consider in

 In a dynamic model where, following a default, the borrower can save in order to self-finance future
investment projects, denial of access to future loans may not be a sufficient punishment to ensure
repayment (Bulow and Rogoff, ). But in reality, microfinance programs such as Grameen II provide
better savings opportunities than would otherwise exist, and default implies a reduction in the ability to
save (Bond and Krishnamurthy, ). This might contribute to low default rates under Grameen II.
 In contrast, seizure of traditional collateral is not socially wasteful if it is costlessly seized, and if it is
no less valuable to the bank than to the borrower. But here we assume no traditional collateral exists.
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this subsection a village with no internal frictions to contracting. In particular, the
villagers can credibly promise to make side-payments as a function of the state (which
they observe perfectly). The Coase theorem applies: whatever contract is offered by the
bank, the villagers will agree on a joint surplus-maximizing side-contract. Since they
can enforce mutually advantageous insurance arrangements, the village behaves as a
composite agent that minimizes the expected cost of default.

Suppose the bank offers each villager a one-dollar loan with individual liability. The
required repayment is + r, where r is the interest rate on the loan. Let r∗ be defined by

r∗ ≡ 
− (− p)

−  ()

Notice that + r∗ < h/ by equation (). To enforce repayment, the bank imposes
a cost C on any borrower who defaults. Individual liability means that neither bor-
rower is formally responsible for the repayment of the other. However, as long as
C ≥ + r∗, the surplus-maximizing village will repay both loans whenever possible.
By the Coase theorem, the villagers will agree ex ante to mutually insure each other
against failure. Specifically, villager  promises to repay both loans (i.e. give the bank
(+ r∗)) in state (h, ) where she has h > (+ r∗) and villager  has nothing. In
return, villager  promises to repay both loans in state (, h). In state (, ) where both
projects fail, no repayment is possible, so in this state each borrower suffers the cost
C. In state (h, h) each repays her own loan. Accordingly, the bank collects (+ r∗)
in states (h, h), (h, ), and (, h). The bank will break even, because equation ()
implies

(− (− p)) × (+ r∗) = .
Joint liability is sometimes justified as a way to encourage the group members to
help each other in bad times. However, our Coasean village behaves like that anyway.
A joint liability loan would formalize the mutual insurance, but it would not improve
on individual liability loans, as long as there are no internal contractual frictions. To

 For the sake of clarity, and due to space constraints, we assume uncorrelated project returns. If
project returns were correlated, the same kind of arguments would apply, but of course mutual insurance
would be less valuable in this case (having no value at all in the limiting case of perfect correlation). In
reality, returns might be highly correlated for two close neighbors working on similar projects, but the
contractual frictions between these two neighbors might be relatively small. In contrast, two borrowers
with projects that are uncorrelated, e.g. because they are located far away from each other, might find it
difficult to contract with each other, because the informational and enforcement problems would be
more serious in this case. This trade-off between correlation of returns and contractual frictions could
be formalized in a spatial model, where close neighbors have more highly correlated projects but also
better information about each other, and thus better contracting ability. Of course, good
side-contracting ability has costs as well as benefits, because it can be used by the borrowers to collude
against the bank. A spatial model might shed light on the optimal distance between group members.
 Notice that equation () guarantees that one successful project generates enough revenue to repay
both loans. In the more general case, it may allow full repayment of one loan, and partial repayment of
the other. The argument would then be similar, with partial repayment leading to a reduced punishment
(see Rai and Sjöström, ).
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see this, suppose the bank makes a one-dollar loan to each villager, but the villagers
are jointly held responsible for a repayment of (+ r∗). That is, if the sum of the
repayments is less than (+ r∗), each group member incurs the cost C ≥ + r∗. By
the Coase theorem, this joint liability loan would result in an identical outcome as the
individual liability loans, i.e. both loans would be repaid in the states (h, h), (h, ), and
(, h). Including a formal joint liability clause in the loan contract would be redundant,
because a Coasean village can replicate any such joint liability arrangement by side-
contracting (cf. Ghatak and Guinnane, ).
The more general point is this: if there are no internal frictions to contracting within
the village, then the design of the lending contract is relatively unimportant. In such
a Coasean world, the main objective of a benevolent outsider should be to provide
adequate resources to the village. The method by which they are provided would not
mattermuch, because by the Coase theorem, the resources will be efficiently used by the
villagers to maximize the joint welfare of the group. Of course, when side-contracting
is not perfect, the Coase theorem no longer holds. We will now discuss the efficient
lending contract under different assumptions about internal contracting frictions, and
reconsider the optimality of joint liability.

No side-contracts

In the previous subsection we considered the extreme case of perfect side-contracting.
In this subsection, we consider the opposite extreme: for whatever reason, the villagers
are completely unable to enforce state-contingent side-contracts. They can observe the
true state, but cannot credibly promise to make side-payments contingent on the state.
The Coase theorem no longer applies, since promises to help each other in bad times
are not enforceable.
Suppose each villager gets an individual liability loan of one dollar. Whenever a
villager’s project fails, she must default, so each loan is repaid with probability p. To
satisfy the bank’s break-even constraint, the interest rate must equal

r̂ ≡ − p
p

()

The expected repayment is p(+ r̂) = . Suppose a borrower who defaults on an indi-
vidual liability loan suffers a cost CI . To prevent strategic default when the project has
succeeded, it must be more costly to default than to give the bank + r̂. Thus, the
following incentive compatibility constraint must hold:

CI ≥ CminI ≡ + r̂ = 
p

()

Each borrower’s expected cost of default is (− p)CI .
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Suppose the bank instead offers a joint liability loan with interest rate r∗, defined
by equation (). With joint liability, the villagers must jointly repay a total amount of
(+ r∗), or else each suffers a cost CJ . The incentive compatibility constraint is

CJ ≥ CminJ ≡ (+ r∗) ()

If this incentive compatibility constraint holds, then villager  has an incentive to fully
repay both loans (i.e. give the bank (+ r∗)) in state (h, ), although no side-contract
forces her to do so. By the same logic, villager  will repay both loans in state (, h).
Defaults occur only in state (, ), so each villager defaults with probability (− p).
The expected cost of default for each villager is therefore (− p)CJ . The joint liability
loan dominates the individual liability loan if it carries a lower expected cost, i.e. if

(− p)CJ < (− p)CI ()

This inequality certainly holds if we assume the cost of default is the same for both
types of loans, CJ = CI . This would be the case, for example, if the cost is due to a fixed
action such as the complete denial of all future loans. However, for a joint liability loan
to induce a successful borrower to repay both loans requires a very large cost of default.
Indeed, it can be verified thatCminJ > CminI . If the cost of default is a continuous variable
which can be minimized subject to incentive compatibility, then the bank will set the
cost of default equal to CminJ with joint liability and CminI with individual liability.  It
turns out that joint liability loans still dominate individual liability loans, because

(− p)CminJ < (− p)CminI

The bank improves risk sharing by offering joint liability loans which induce the bor-
rowers to help each other in bad times, something they would not do with individual
liability. (Recall that we are ruling out side-contracts in this subsection.) As long as the
incentive compatibility constraints are satisfied, switching from individual liability to
joint liability reduces default rates and increases efficiency.
We have assumed so far that it is feasible to set the cost of default high enough to
prevent strategic default. If this is not true, then individual liability loans may dominate
joint liability loans. Specifically, suppose the cost of default has an upper bound, C̄.Thus,
we impose CI ≤ C̄ and CJ ≤ C̄. Suppose C̄ satisfies

CminI < C̄ < CminJ ()

Then joint liability loans cannot satisfy the incentive compatibility constraint given
by equation (), because CJ ≤ C̄ < CminJ . Encouraging successful individuals to help
unsuccessful ones requires an impossibly large cost of default in this case. On the other
hand, individual liability loans can satisfy the incentive compatibility constraint given
by equation (): just choose CI so that CminI ≤ CI ≤ C̄. Simply put, the inequalities in

 For example, new loans might be delayed for some time, which can be variable.
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equation () imply individual liability dominates joint liability, as the former can be
incentive compatible but the latter cannot (cf. Besley and Coate, ).

AQ: Please
provide
reference
details.

Returning to the case where there is no upper bound on C (or, equivalently, the
upper bound is large enough so it is not constraining the contract), Rai and Sjöström
() found that joint liability loans can be improved upon by adding a message game.
Suppose the bank offers a joint liability loan, but after project returns are realized, the
bank organizes a village meeting. At this meeting, the bank asks each villager whether
or not they are able to jointly repay (+ r∗), and each villager i makes a repayment
bi to the bank. If both said “yes we can repay,” and the loan is in fact repaid in full,
b + b = (+ r∗), then—of course—neither incurs any cost of default. The key point
is that if both said “no we cannot repay,” and neither repays anything, then again no cost
of default is incurred. As long as they agree, the bank trusts them. They suffer a cost C
only if they disagree with each other, or if there is some other inconsistency (e.g. they
claim they can repay but don’t do it). This game has a truthful equilibrium such that
whenever at least one project succeeds, the amount (+ r∗) is repaid in full, but no
agent ever incurs any cost of default, whether the loan is repaid or not! Intuitively, this
is a (non-cooperative) equilibrium because any unilateral deviation from the truth leads
to a disagreement, and hence to a punishment (a cost), so it doesn’t pay. We can even
choose the disagreement payoffs such that this is the unique equilibrium outcome. 

Since there is never any costly default in equilibrium, the outcome is first best. Thus,
a joint liability loan augmented with a message game strictly dominates the simple
individual and joint liability loans discussed earlier, since these simple loans always had
costly default in sufficiently bad states.
In the context of joint liability lending, Rai and Sjöström () suggested that a
message game played out during the public repayment meeting may allow the bank
to extract information about repayment ability. However, the Grameen II reforms and

 Consider the following message game. The bank asks each villager whether they can repay
(+ r∗) in full, and each villager responds “yes” or “no.” Simultaneously, each villager imakes a
repayment bi to the bank. () If both said “yes,” and the loan is in fact repaid in full,
b + b = (+ r∗), then neither is punished. () If there are no repayments (b = b = ), then
anyone who said “no” escapes punishment, but anyone who said “yes” is punished by a large amount
(e.g. denied all future loans). () If villager i said “no” and made no repayment (bi = ), but villager j
said “yes” and repaid bj = (+ r∗), then villager i is punished by a large amount, while villager j
receives a reward: the repayment bj is returned to her, plus a small “bonus” ε > . () In all other cases:
both villagers are punished by a large amount. It can be verified that if the villagers play a Nash
equilibrium in each state of the world, then whenever at least one project succeeds, the amount
(+ r∗) is repaid in full. No agent is ever punished in equilibrium. There are no other, “bad,” Nash
equilibria. As it stands, the message game is vulnerable to collusion. Indeed, suppose both projects
succeed. In Nash equilibrium, they are meant to repay in full whenever feasible. But suppose the
villagers collude against the bank: they both claim that they cannot repay, and make no repayment. By
definition of the mechanism, neither villager incurs any cost in this case, so the joint deviation makes
both strictly better off (because they don’t have to repay the loan). Rai and Sjöström () show,
however, that a modified message game can improve efficiency even in the presence of collusion, as long
as the agents can only collude imperfectly. With perfect side-contracting (i.e. perfect collusion), the
Coase theorem implies that message games are of no use whatsoever. As always, the internal contracting
ability of the agents is a critical component of the design problem.
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the Giné and Karlan () experiments suggest that in fact joint liability is not a key
component of successfulmicrolending. Switching from joint liability to individual loans
does not seem to reduce repayment rates.Thiswould be consistentwith frictionless side-
contracting: as shown in the previous subsection, in such Coasean environments the
form of the lending mechanism doesn’t matter much. But in reality, empirical research
suggests that risk sharing in village economies is far from perfect.
TheGrameen II reforms and the Giné and Karlan () experiments kept the public
repayment meetings even with individual liability loans. In the next subsection, we
consider the usefulness of public repayments in a world of imperfect risk sharing.

Imperfect side-contracts

Empirical evidence (e.g. Townsend, ; Udry, ) suggests that informal arrange-
ments within poor villages are extensive but subject to significant contractual frictions.
To capture this in a simplemodel, assume villagers can side-contract, but neither villager
knows the other’s project outcome.This internal friction impedes their side-contracting
ability, so the Coase theorem does not apply.
Suppose the bank offers individual liability loans. Ideally, the villagers should agree
that if one project fails and the other succeeds, the successful villager repays both loans.
But if repayments are made in private, there will be no way for a villager to know if
her neighbor’s project succeeded, so mutual insurance is not incentive compatible. A
successful villager can tell her unlucky neighbor that she, too, is facing hard times,
and cannot even repay her own loan, much less help anyone else. Meanwhile, she
privately makes all her repayments on time, thus avoiding the cost of default. Since
mutual insurance is impossible with private repayments, each must repay with prob-
ability p. The bank’s break-even constraint therefore requires that the interest rate is
given by equation (). To prevent strategic default, the cost of default, Cpriv, must
satisfy

Cpriv ≥ Cminpriv ≡ + r̂ = 
p

()

Each borrower’s expected cost of default is (− p)Cpriv.
The Bangladeshi villages served by Grameen II, and the Philippine villages served by
the Green Bank, collect repayments at public meetings. Thus, suppose the bank instead
offers individual liability loanswith public repayments. Suppose the interest rate on each
loan is r∗, as defined in equation (). Repayments are publicly observed, which gives the
villagers something to contract on. The bank requires each villager to repay + r∗, and
imposes a cost Cpub on any individual who defaults. Suppose during the meeting, the
borrowers simultaneously announce whether their own projects failed or succeeded. If
they have not made any mutual insurance arrangement, then the bank simply collects



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

redesigning microcredit 

+ r∗ from any successful borrower, and imposes the cost Cpub on any unsuccessful
borrower.
Now suppose the borrowers have side-contracted to help each other repay in full.
We must verify that such mutual insurance is incentive compatible. Of course, if both
announce that their projects succeeded, then each simply repays her own loan and
avoids default. But a borrower who announces that her project succeeded is obligated
by the mutual insurance agreement to repay both loans in full if the other villager
announces that her project has failed. (A threat of social sanctions deters her from
violating the agreement in public). Since projects succeed with probability p, a villager
who truthfully announces that her project succeeded expects to pay

p(+ r∗) + (− p)(+ r∗).

On the other hand, if she lies and reports that her project failed, she suffers the costCpub
if the other borrower also reports failure. But if the other borrower reports success, the
mutual insurance agreement kicks in, and there is no default.Thus, the expected cost of
default is (− p)Cpub. Incentive compatibility requires that if her project succeeds, she
prefers to be truthful:

(− p)Cpub ≥ p(+ r∗) + (− p)(+ r∗).

Thus, Cpub must satisfy

Cpub ≥ Cminpub ≡ − p
− p

(
+ r∗)

If this inequality holds, with public repayments, it is incentive compatible for the
borrowers to agree ex ante to help fully repay each other’s (individual liability) loans
whenever possible. Each borrower’s expected cost of default is (− p)Cpub. Public
repayments are welfare enhancing if they reduce the expected cost, i.e., if

(− p)Cpub < (− p)Cpriv

This is certainly true if Cpub = Cpriv. Thus, if the cost of default is fixed, then public
repayments raise welfare. However, Cminpub > Cminpriv . That is, the punishment required to
encourage mutual insurance with public repayments is greater than the punishment
required for incentive compatibility of individual loans with private repayment. The
reasoning is similar to that in the previous subsection (see also Besley and Coate,
). Public repayment meetings can encourage a successful borrower to help repay
her unsuccessful partner’s loan.While this is welfare improving, incentive compatibility
requires default to be very costly. In fact, it can be verified that these two effects of public
repayments exactly cancel each other out:

(− p)Cminpub = (− p)Cminpriv

Therefore, if the cost of default is a continuous variable which can be minimized subject
to incentive compatibility, then it is irrelevant whether repayments take place in private
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or in public. But if the cost cannot be fine-tuned like this, public repayments dominate—
as long as incentive compatibility holds. Intuitively, public repaymentmeetings enhance
side-contracting possibilities, by forcing the borrowers to reveal information to each
other. In a non-Coasean environment, the bank can improve efficiency by helping
the villagers insure each other against default. In particular, our highly stylized model
suggests that public repaymentmeetings canmakemutual insurance easier, because the
villagers get more information about each other. 

We have assumed so far in this subsection that it is feasible to set the cost of default
high enough to prevent strategic default. If this is not true, there is no longer a case for
public repayment meetings. Specifically, suppose the cost of default has an upper bound
C̄ which satisfies

Cminpriv < C̄ < Cminpub ()

In this case, public repayment meetings cannot make mutual insurance incentive com-
patible, because the cost of default Cpub is constrained to satisfy Cpub ≤ C̄ < Cminpub .
But individual liability loans will satisfy the incentive compatibility condition given by
equation (), as long as the cost of default Cpriv satisfies Cminpriv ≤ Cpriv ≤ C̄.
To summarize, if the cost of default is fixed at some level large enough that the
villagers prefer to help each other out rather than defaulting, thenwith public repayment
meetings, they will mutually insure each other, whether liability is individual or joint.
So, if public meetings are maintained, then a change from joint to individual liability
(as in Grameen II or the Green Bank experiment in the Philippines) would not affect
repayment rates. Eliminating public repaymentmeetingswould, however, reduce repay-
ment rates on individual liability loans, by making mutual insurance impossible. If the
cost of default is constrained to be quite small, however, public repayment meetings
are not useful, as mutual insurance cannot be incentive compatible. There is, of course,
no inefficiency involved in having a public meeting anyway, which may generate other
forms of social benefits.

Conclusion
....................................................................................................................................................................

Efficient design ofmicrocredit is impossible without an understanding of informal side-
contracting. If side-contracting is perfect, the design problem is not very interesting
(“Cosean benchmark”). If side-contracting is impossible, the theoretical welfare com-
parison between joint and individual liability is ambiguous. Joint liability encourages

 Just as in previous subsections, the argument has to be modified for the case where a successful
borrower does not have enough to fully repay both loans. The modified argument involves a graduated
cost of default, where a partial repayment reduces the cost proportionally, but the logic will be the same.
Further, the model can be extended to allow variable effort to influence the probability of success. In
this case, the borrowers may not want to provide complete mutual insurance, because of moral hazard
concerns, but public repayment meetings still expand the set of incentive-compatible side-contracts.
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the borrowers to help each other in hard times, which mitigates insurance market
imperfections and enhances efficiency, but a large (perhaps infeasible) cost of default
is required for this help to be incentive compatible. Both types of loans are dominated
by more complicated lending mechanisms (“No side-contracts”).
In reality, side-contracting seems to be extensive but far from perfect, due to internal
informational and enforcement problems. To evaluate a microlending mechanism, we
need to consider how it will influence the set of incentive compatible side-contracts. In
the subsection “Imperfect side-contracts”, we argued that public repayment meetings
can enhance mutual insurance possibilities. The general point is that an outside inter-
vention will influence the set of incentive compatible side-contracts: there is no reason
to believe side-contracting ability is exogenously fixed once and for all. This idea is well
known in general, although not usually expressed in this way (e.g. Ostrom, ).
Field experiments have been extremely useful in sorting between the mechanisms
underlying microfinance contracts (Banerjee and Duflo, ). The two field experi-
ments most relevant to our discussion of microcredit contracts are Giné and Karlan
() and Attanasio et al. ().The former compares the repayment performance of
individual and joint liability loans in randomly treated villages, and finds no difference
in repayment rates. Repayments are made at public meetings in both the treated and
control villages.The latter compares repayment performance and borrower expenditure
under joint and individual liability loans, but the repayments are made in private. To
identify the value of public repayments, an ideal experiment would vary not just the
liability structure of the loan contract but also the public or private nature of repayment.
Additional information about the cost of default, and mutual insurance arrangements,
could help us evaluate the risk-sharing theory of public repayment discussed here.
In ourmodel, a key role is played by the cost of defaultC, usually interpreted as future
credit denial. Such future credit denial is effective only if the bank is established, and
borrowers believe that it will be solvent and able to make loans in the future (Bond and
Rai, ). The borrowers’ ability to side-contract depends on C. The very well estab-
lished Grameen Bank in Bangladesh and the Green Bank in Philippines may achieve
a high C because the threat of credit denial is strong. Lenders without a track record
might be constrained to set a smaller C. Thus, the optimal microcredit contract may
vary depending on the history of the lender. In addition, the cost of default is low if the
borrower can turn to other lenders (unless lenders share information about defaulting
borrowers), so competition will force C to be small (de Janvry et al., ). Thus, it is
unlikely that one designwill fit all environments, andmuch research remains to be done.
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the design of online
advertising markets
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benjamin edelman

Introduction
....................................................................................................................................................................

Online advertising is big business, already reaching some  billion per year. For
AQ. Better to
specify year?
? advertisers, online advertising offers the triple promises of reaching just the right con-

sumers, at fair prices, with robust measurement of the effects of online campaigns. For
website publishers, advertising offers an opportunity to make money from their sites—
an important consideration, since few consumers appear willing to provide money
payments for the sites and services they use. For users, in principle online ads can
be useful in finding new products or suppliers. However, online ads are often easily
overlooked (compared with, say, the temporal and auditory interruption of television
advertisements).

Because the market for online advertising is both new and fast-changing, participants
experiment with all manner of variations. Should an advertiser’s payment reflect the
number of times an ad was shown, the number of times it was clicked, the number of
sales that resulted, or the dollar value of those sales? Should ads be text, images, video,
or something else entirely? Should measurement be performed by an ad network, an
advertiser, or some intermediary? Market participants have chosen all these options
at various points, and prevailing views have changed repeatedly. Online advertising
therefore presents a natural environment in which to evaluate alternatives for these and
other design choices.

In this chapter, I review the basics of online advertising, then turn to design decisions
as to ad pricing, measurement, incentives, and fraud.
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Defining the product: payment structure
and purchasing incentives

....................................................................................................................................................................

The fundamental product in online advertising markets is a lead—a customer who
might make a purchase from a given advertiser, or otherwise respond to an advertiser’s
offer. An advertiser typically prefers to reach customers especially likely to buy its
product or service, and observable customer characteristics indicate varying degrees of
interest in an advertiser’s offer. For example, consider an advertiser selling motorcycles.
The advertiser could attempt to reach consumers in particular demographic groups
(say, males age eighteen to twenty-five), site browsing (reading a motorcycle enthusiast
website), or search terms (searching for “motorcycle deals”). The advertiser’s forecast of
the likelihood of the user making a purchase would inform the advertiser’s willingness
to pay to present its offer to that consumer.

Meanwhile, from the perspective of an online publisher operating a website or other
online resource, advertising is typically an ancillary component, to be integrated with,
or at least juxtaposed against, a larger offering. If a publisher offers a search function,
the publisher could show text ads related to users’ search requests. Alternatively, a
publisher could place “banner ads” (typically graphical images in industry-standard
sizes—see Figure .) adjacent to articles on its site. In principle, a publisher could
even make individual words on its site into ads, by making them links to advertisers’
sites—though with questions about who selects which words link where, and whether
and how consumers know they are clicking on ads. A publisher’s resource is typically
space on its site or service. If the publisher’s site presents too many ads, consumers may
reach an unfavorable view of the site.

Online advertising can be measured and sold along any of several metrics. An adver-
tiser could pay a fee each time its ad is shown—a “cost per impression” placement, often
known as CPM (“cost per mille,” being the price for , impressions). Alternatively,
an advertiser could pay when its ad is clicked—“cost per click” (CPC). Or an advertiser
could pay only when a user clicks and subsequently makes a purchase—“cost per action”
(CPA) (Table .). An advertiser could even offer payment proportional to the amount
of the user’s purchase, ad valorem, or differing payment scales could apply to the adver-
tiser’s various products. In expectation, advertisers and publishers might be indifferent
among these payment metrics; with a known click rate, conversion rate, or order size,
an advertiser and publisher could agree to use any of these metrics, and fees would be
equal in expectation. That said, the metrics have importantly different implications for
parties’ incentives, moral hazard, and fraud, as discussed in subsequent sections.

AQ. table title
and
placement
okay?

AQ. when was
’newly’?

Industry norms associate certain payment metrics with certain advertising formats.
Historically, display advertisements were typically priced per impression—a natural
approach from the perspective of a publisher who does not know which ads will attract
many clicks, and who wants to be able to predict site revenues. That said, selling ads per
impression influences participants’ behavior: a CPM advertiser wants to attract as many
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Table 10.1. Frequency of use of different types of payment for online
advertising

Display ads Search ads Affiliate/links

Pay per impression Standard Unusual
Pay per click Also used Standard Unusual, but newly

implemented at eBay
Pay per action Used for some

campaigns
Brief experiment
at Google

Standard

clicks as possible, even from customers who may ultimately be minimally interested
in the advertiser’s offer; perhaps some of those marginal customers can be convinced
to buy the advertiser’s product. CPM advertisers thus have a clear incentive to present
banners with overstated claims of relevance of urgency, like those shown in Figure ..
Facing this onslaught of low-value ads, consumers seem to develop “banner blindness.”
As of , practitioners at iMedia Connection report that for every , display ads
shown to consumers, just .–. are clicked (Stern, ). Meanwhile, some display ad
services have begun to price ads differently—selling ad placements on a per-click basis,
encouraging advertisers to design offers that consumers choose to activate.

Ads on search engines typically follow a CPC model—not charging advertisers for
their ads to be shown, but charging substantial fees when a user clicks an ad (for
some keywords, as much as  or more per click). With CPC pricing, an advertiser

figure .. Deceptive banner ads overstate the urgency of clicking through.
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seeks to attract only customers reasonably likely to purchase its product or otherwise
offer the advertiser some benefit; attracting clicks from uninterested customers means
unnecessary marketing expense. On the most favorable view, CPC pricing also invites
users to click ads: Knowing that an advertiser was willing to pay to reach users searching
for a given keyword, a user may expect that the advertiser’s offer will match the user’s
request. Indeed, as Overture (later acquired by Yahoo) began offering pay-per-click ads,
founder Bill Gross specifically boasted of the benefits of “us[ing] money as a filter” of
which sites to show in search listings (Hansell, ).

Affiliate link systems typically follow a conversion-contingent CPA payment model—
either paying a publisher only when a user signs up (e.g. a  commission for referring
a customer to Netflix), or in proportion to the dollar value of the user’s purchase (e.g. a
 commission on the user’s purchase from Amazon). To date, few affiliate marketing
programs have been willing to pay affiliates for impressions or clicks—seemingly on the
view that little-known affiliates, without meaningful vetting or supervision, would have
an overwhelming tendency to fake impressions and/or clicks, whereas actual sales are
viewed as harder to fake. That said, as detailed in the section on advertising fraud later
in the chapter, even conversion-based payment methods suffer strategic behavior that
inflates advertisers’ costs.

Search ads
....................................................................................................................................................................

Auctions and pricing

Historically, online ads were typically sold through posted prices, rate sheets, and
person-to-person negotiations—much like ads in print, television, and radio. But auc-
tions and auction-like mechanisms have proven particularly well suited to online adver-
tising, for at least three reasons. For one, there are a multiplicity of items to be sold,
including a large number of sites showing ads, as well as multiple ad placements on
each such site. With so many items to sell, it would be difficult to announce a price
for each or to negotiate the particulars of a placement. Furthermore, values change
as market conditions change—making efforts to post or negotiate prices all the more
difficult. Finally, the automated online delivery of advertisements seems to complement
an automated online sales process; interconnected systems and servers can accept offers
for a given placement, select an ad to be shown, show the ad to the corresponding users,
and charge the advertiser accordingly.

The use of auctions and auction-like mechanisms presents a variety of questions of
auction design. Should an advertiser be charged its own bid (“first price”) or something
less (“second price” or otherwise)? How often may bids be updated, and should an
advertiser pay a fee for adjusting its bid? Should advertisers be able to see the bids of
competitors seeking the same placements, see how many competitors are interested,
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or see something less? Should an auction impose a reserve price, below which ads are
rejected, or is any payment better than nothing? Ad platforms have reached differing
conclusions on all these questions.

The world of sponsored search advertising began in  with pay-per-click text ads
developed by Goto.com, later renamed Overture and purchased by Yahoo. Advertisers
were suspicious of Overture’s novel approach to pricing: With early fees often reaching
 per click or even more, advertisers were concerned that competitors might click their
ads, or Overture might charge for clicks that did not actually occur. To attempt to address
these concerns, Overture showed advertisers the ads and bids of all competitors—
confirming that an advertiser was not alone in its use of Overture’s offering, and that
others were onboard too. Showing all bids also helped advertisers adjust to the unfamil-
iar auction format: With competitors’ bids visible for inspection, an advertiser could
better assess the tradeoff between bidding higher (getting more clicks) and bidding
lower (reduced price, but lesser exposure).

When a user clicked an advertiser’s ad, Overture charged each advertiser the amount
it had bid—a first-price auction. This system was intuitive: If an advertiser reported
being willing to pay . for a click, why would Overture charge the advertiser any-
thing less? But the game was infinitely repeated, with bid updates allowed frequently.
(Initially, it seems, update frequency was limited only by the effort required to log into
Overture’s systems and make adjustments. Later, a rule limited updates to one every
fifteen minutes, and a widespread automatic bidding agent adjusted bids every fifteen
minutes.) In the Overture first-price auction, each advertiser had an incentive to lower
its bid to the minimum increment (.) above the next-highest advertiser—letting
the advertiser retain the same position but pay a reduced price. Edelman and Ostrovsky
() show that the resulting instability led to an inefficient allocation of placements—
often misordering advertisers, putting a lower-value advertiser above one that valued
clicks more highly, and thereby destroying surplus. The resulting instability also reduced
total revenue of the mechanism by at least  (a conservative bound reflecting the
difficulty of estimating advertisers’ valuations from historic bid data).

In , Google began to use a mechanism with some characteristics of a second-
price auction. Rather than paying its own bid, an advertiser would pay an amount linked
to the bid of the next-highest advertiser—reducing the incentive to adjust bids continu-
ously. Moreover, Google adjusted each bid by the estimated likelihood of a user clicking
the corresponding ad, thereby selecting the ad with largest expected revenue to Google.

Edelman, Ostrovsky, and Schwarz () (EOS) study this multi-unit second-price
mechanism, calling it “generalized second price” or “GSP.” EOS show that GSP has
no dominant-strategy equilibrium, and truth-telling is not an equilibrium. However,
the corresponding generalized English auction has a unique equilibrium, and that
equilibrium is an ex post equilibrium with bidders’ strategies independent of their
beliefs about others’ types. Moreover, Cary et al. () show that a reasonable myopicAQ. types of

what?
bidding strategy converges to the equilibrium identified by EOS. Further overviews of
sponsored search appear in Feldman et al. (), Lahaie et al. (), Liu et al. (),AQ. Feldman.

J. and
Muthukrish-
nan, S.
()?

and Yao and Mela ().



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

the design of online advertising markets 

Ad platforms continue to use reserve prices to rule out bids they view as undesirably
low. In simulations, Edelman and Schwarz () assess the revenue consequences of
an optimally chosen reserve price. Which bidders face the largest cost increases from
a rising reserve price? Edelman and Schwarz show that, for all advertisers that do not
drop out as the reserve price increases, the increased reserve price yields an identical
dollar-for-dollar increase in total payment.

Most ad platforms offer additional targeting of their ads based on at least the user’s
geographic region (“geotargeting”) and day/time (“dayparting”). These targeting func-
tions are typically operated on a binary basis: Either a user request matches the restric-
tions, and hence is eligible to see the advertiser’s ad, or the advertiser specifies that its ad
may not be shown. Microsoft adCenter offers further supplemental targeting based on
user self-reports of age and gender at other Microsoft properties (such as Hotmail, MSN,
and Windows Live). If a user matches the demographic characteristics an advertiser
specifies, the advertiser may opt to increase its bid, potentially increasing its ranking
relative to competitors. Thus, in adCenter, an advertiser’s bid is not just a price, key-
word, and vector of match conditions, but also additional price adjustments paired with
demographic conditions. Despite the additional targeting possible under demographic
bid adjustment, uptake of demographic targeting seems to be limited so far.

Transparency of pricing and ranking

Ad platforms limit the information available to advertisers, unlike the early listing of
all advertisers and bids that Overture initially provided. For example, Google has never
shown advertisers the bids or identities of competing bidders. Instead, Google provides
advertisers a traffic estimator tool: An advertiser enters a possible bid, and Google
reports the estimated number of clicks it would provide per day, as well as the advertiser’s
estimated average position in ad listings.

Ranking of advertisers sometimes raises concerns about favoritism or penalties—
concerns that tend to focus on Google, given that company’s large market share (dis-
cussed further in the section “Multihoming, competition, and barriers”). Google states
that it ranks advertisers according to both their bids and Google’s various assessments
of site characteristics (Varian, ). If one site enjoys a more favorable assessment, it
can obtain a more prominent placement at considerably lower expense. On one view, a
search engine is a private party entitled to show whatever links it sees fit, in whatever
order and prominence it chooses. But some advertisers allege that Google singles out up-
and-coming competitors for particularly unfavorable treatment, typically by demanding
unreasonably high prices for ads from those would-be competitors.

TradeComet styles itself as a vertical search engine, specifically a potential way for
businesses to find the suppliers they require, and a potential competitor to Google, to
the extent that companies use TradeComet, not Google, to find desired resources. In
ongoing antitrust litigation in the United States, TradeComet claims Google violated the
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Sherman Act by increasing TradeComet’s prices from .–. per click to –
per click, overnight. TradeComet says Google attributed the price increases to “landing
page quality.” But TradeComet claims Google itself had recently awarded TradeComet
“site of the week,” and says recognition from others was similarly positive—countering
any suggestion that TradeComet was undesirable or low quality.

Foundem (of Bracknell, UK) made similar allegations. Foundem says Google dra-
matically reduced the prominence of organic (ordinary, unpaid) links to Foundem’s
site, which dropped overnight from top  to number  or lower for certain terms
in Google, while remaining highly ranked (as high as number ) in Yahoo and Bing
searches for the same terms. Foundem also bought advertising placements from Google,
but found it faced dramatically increased prices: Foundem says prices spiked from
around p to , a -fold increase, overnight (Foundem, ).

Foundem attributes its penalties to Google manually cutting Foundem’s “quality
score” rating (Foundem, ). But quality scores are not available to the public, so it is
difficult to confirm these allegations except through litigation and discovery. That said,
Google policies indicate penalties for sites with “little or no original content” (Google,
). On one view, many such sites are traps that seek to ensnare users within mazes of
advertisements. Yet the Google search service itself offers little or no original content;
instead, Google links to content hosted elsewhere. Indeed, a lack of original content is
distinctively characteristic of vertical search sites, like TradeComet and Foundem, that
seek to compete with Google. Would-be competitors therefore take these Google exclu-
sions and penalties to be an improper barrier to competition. This aspect of ranking
remains a subject of dispute.

As Google develops offerings in new sectors, additional sites have expressed concern
at ranking the competitive implications of Google’s ranking practices. For example,

AQ. at
ranking the
implications? searches for hotels and restaurants now often yield prominent Google places. Mean-

while, links to other travel and dining sites, such as TripAdvisor and Yelp, have become
somewhat less prominent. Expedia (corporate parent of TripAdvisor) recently criticized
these changes (Catan, ), as did Yelp (Barnett, )—each alleging that Google’s
prominent placement of its own links and apparent demotion of competitors’ listings
constitute an improper leveraging of Google’s dominance in algorithmic search.

Matching display ads to users
and sites

....................................................................................................................................................................

In the realm of search ads, a user’s search request provides most of the information
required to select suitable advertisements. But in the area of display ads, a user’s requests
provide significantly less context. Knowing what webpage a user is viewing often does
not suggest what commercial offers the user would be likely to accept.
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Matching is made more difficult by the preferences of both advertisers and con-
sumers. From an advertiser’s perspective, sites are importantly different. Users at some
sites may be significantly more likely to accept an advertiser’s solicitation. Furthermore,
some sites may be viewed as inappropriate for an advertiser’s offer, for example due to
inclusion of offensive, adult, or copyright-infringing material.

Meanwhile, from a user’s perspective, ads are also importantly different. Some ads
offer products or services users actually want or need. But other ads resort to trickery
or deception to attract consumers’ attention (see e.g. Edelman, a).

Most display ad platforms offer relatively limited methods of matching advertisers
with sites and users. Typically, platforms begin by excluding placements where the
advertiser or site has rejected a counterpart specifically or through various character-
istics viewed as undesirable. For example, Edelman (a) explores the various char-
acteristics by which Yahoo Right Media allows sites to exclude ads that are deceptive,
distracting, or otherwise undesirable. Then, platforms sort ads from highest expected
revenue to lowest, conditioning on the advertiser and/or ad, the site, and sometimes
an interaction between advertiser/ad and site. As a user browses a site, the site’s chosen
ad platform typically begins by showing the ad with highest expected revenue, then
onwards to ads expected to yield lower revenue. If the site uses multiple ad platforms,
the site typically attempts to pass each ad placement to the platform expected to pay
the most for that placement, and some third-party services aim to assist sites in this
effort.

To date, matching rules have been binary, without any notion of pricing or com-
pensating differentials. For example, a publisher typically must either allow or deny a
category of ads (e.g. ads that play sounds, deceptive ads), but the publisher ordinarily
cannot demand an increased fee for showing disfavored ads. Similarly, an advertiser
must either allow or reject placement of its ads on a given site, but ad platforms typically
give the advertiser no clear mechanism to demand a lower price for ads placed on a
site viewed as less desirable. In this context, it may seem natural to introduce prices
for disfavored placements: Prices would increase complexity, but would also reduce
deadweight loss by facilitating placements that current rules discard. That said, added
payment for placement of unethical or otherwise undesirable ads may be viewed as
repugnant (Roth, ). Moreover, such payments might have legal consequences. So
far, sites have not faced legal liability for showing deceptive ads.  However, if sites could

 Google was sued for deceptive advertisements, namely ads for “free” ringtones that actually carried
substantial monthly charges. However, Google presented a successful defense grounded in the
Communications Decency Act §, which prohibits treating the provider of an interactive computer
service (here, Google) as the publisher of information provided by an independent entity (here, the
advertiser who submitted the deceptive ad). See Goddard v. Google. N.D.Ca. , Case No.
:cv.
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be shown to charge extra for deceptive ads, they would reveal that the publisher is both
aware of the problem and, in an important sense, culpable.

Ad networks and syndication
....................................................................................................................................................................

Advertisers typically prefer to buy online advertising in large blocks from known part-
ners, so intermediaries organize multiple sites into networks. By helping advertisers
buy placements on small to mid-sized sites, networks help fund such sites—fueling the
diversity of web content. Furthermore, networks reduce transaction costs by aggregating
many small sites into a single item that an advertiser can buy with a single contract and
a single payment.

Information disclosure in ad networks

Ad networks present a clear question of disclosure of lists of participating sites. When
buying online ad placements, advertisers naturally want to know where their ads appear.
Some ad networks provide lists of their member sites. But most networks see a strategic
downside in providing advertisers with site lists: With a site list, an advertiser could
bypass the network—contacting member sites and negotiating direct placements that
deny the network compensation for its effort in suggesting the placement. Citing this
concern, many networks use a “blind” information structure—selling placements on a
bundle of sites without telling advertisers which sites are included.

It is unclear whether the risk of bypass merits keeping network site lists confidential.
For large advertisers running ads on just a few sites, bypassing a network might offer
financial benefits sufficient to justify the effort. But such bypasses would require sac-
rificing networks’ serving, tracking, contracting, and payment functions, which would
require considerable effort to replace. Moreover, if networks’ sole concern is bypass, they
have other tools at their disposal. For example, affiliate network LinkShare requires that
an advertiser commit not to run any affiliate marketing activities through competing
networks, while affiliate network Commission Junction prohibits an advertiser from
bypassing the network for any relationship initially brokered by the network.

An alternative explanation for blind networks comes from member sites that advertis-
ers would not approve, if an advertiser’s approval were requested. By keeping its member
list confidential, a network can avoid advertiser scrutiny of its sites—thereby letting the
network include sites of mixed desirability.

 In Gucci America, Inc. v. Frontline Processing Corp.,  Civ.  (HB), credit-card processing
companies were held liable for contributory trademark infringement when they charged extra fees to
“high risk” sellers selling counterfeit merchandise.
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Pricing in ad networks

When a network bundles placements on multiple websites, billed to advertisers without
itemization of included sites, a network must allocate payments within the network. If
some sites will be paid more than others, what measure will allocate value among sites?
Will each impression or each click yield an equal payment? Or are some impressions or
clicks more valuable than others?

If a network pays the same price for each impression or each click, it risk under-
paying sites where traffic is particularly valuable, that is, particularly likely to lead
to purchases or other desired outcomes. If these top sites then leave, the network
would retain only average to below-average sites—an unraveling that would reduce
advertisers’ valuation of the network’s traffic. Indeed, there is some evidence for
such unraveling: The web’s top publishers often sell much of their advertising space
directly to advertisers; they report that networks offer lower revenue than direct rela-
tionships. At the same time, a few premium networks (e.g. Quigo) promise spe-
cial care in selecting member sites, yielding higher revenues to sites that make
the cut.

In response, networks recognize a need to offer different payments to different pub-
lishers. For example, Google describes its “smart pricing” as follows: “If our data shows
that a click is less likely to turn into business results (e.g. [an] online sale . . . ), we may
reduce the price [an advertiser] pay[s] for that click” (Google, ). That said, it is
difficult for networks to condition payments on user behavior at advertisers’ sites. For
one, such conditioning requires combining multiple data sources, including outcomes
of many advertisers’ ads on many publishers’ sites. Furthermore, advertisers often view
post-click outcomes as confidential, lest networks know advertisers’ results and raise
prices when results are favorable.

Intermediary counts and the prospect of disintermediation

Early intuition on online markets anticipated disintermediation—that online markets
would let contracting parties eliminate brokers and middle men (Bambury, ). But
disintermediation has not been the dominant outcome in online advertising, especially
not in display advertising. Rather, a drop in transaction costs makes it easier and more
common to build lengthy relationships not often seen in other contexts. For example, an
advertiser’s ad might pass through half a dozen brokers en route to a publisher’s site—
each taking a cut as small as a few percent, such that even these complex relationships
may leave adequate surplus to the ultimate buyer and seller. On the other hand, lengthy
relationships reduce accountability when an ad ends up misplaced (e.g. Edelman, ),
while also slowing ad loading times and sometimes yielding lost impressions or error
messages.
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Measurement, mismeasurement, and fraud
....................................................................................................................................................................

Measuring the value of an ad placement

To optimize their spending, advertisers typically seek to assess the value of an adver-
tisement placement—then buy more of the placements that seem to offer the largest
value relative to cost. Simple as it sounds, such measurement often proves difficult. In
principle, advertisers can measure the ratio of impressions or clicks to sales, including
the gross profit from such sales, thereby calculating the benefit attributable to a given
placement. But this measurement calls for an online sales process—a poor fit for those
selling through offline channels. Offline sellers can attempt to collect data on ad effec-
tiveness by collecting leads online, for example by asking would-be car-buyers to submit
their contact information for referral to a local dealer. But customers often decline to
submit such leads, adding bias or requiring ad hoc manual adjustments.

Most measurement assumes that, without an advertising expenditure, subsequent
sales would not have occurred. For example, if a user clicks an ad and then makes a
purchase, a typical measurement concludes that the ad “caused” the purchase—asserting
that, without the ad, the purchase would not have occurred, and asserting that other
advertising efforts did nothing to cause the sale. This assumption tends to reduce the
apparent value of display ads, which often offer delayed benefits to advertisers. For
example, a user might see an ad on a news site, then begin to consider a possible future
purchase of the advertised product (Fowler, ). This assumption similarly discounts
the value of offline advertising (TV, print, billboard, etc.), which is also hard to tie to
specific purchases. Conversely, this assumption tends to increase the apparent value of
search ads, which often immediately precede a purchase. For example, a user looking
to buy a laptop might search for “laptop” or even “Thinkpad x laptop” right before
completing the purchase. Yet the user running such a search might well buy the specified
laptop even if no ad were presented. Thus, from the perspective of the advertiser, the
relevant comparison may be “pay for the ad and sell the product” versus “don’t pay for
the ad, yet still sell the product.” In that context, the ad may be poor value for money.
Yet most measurement systems nonetheless assume that online advertising directly and
solely causes subsequent purchases.

Moreover, all manner of spyware, adware, typosquatting sites, and other interlopers
can claim to have referred customers who actually requested a merchant specifically and
by name, as detailed in the subsequent section.

Advertising fraud

Delivered purely electronically, through computer systems without in-person checks
or well developed verifications, online advertising can suffer from a variety of frauds,
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unjustified charges, and other complications. For example, a site can load many ban-
ner ads in invisible windows—then charge advertisers for the resulting “impressions”
even though users could not see the resulting ads (Edelman, b). Through spy-
ware or adware installed on users’ computers, or through certain JavaScripts within
ordinary webpages, sites can fake or simulate pay-per-click ad clicks—imposing costs
on advertisers that pay by the click (Edelman, a). Rogue affiliate marketers can
invisibly invoke affiliate links so that they receive commission on subsequent purchases
from the corresponding affiliate advertisers—managing to overcharge even advertis-
ers that chose what was believed to be a fraud-proof or low-fraud channel (Edelman,
).

For most advertisers, measurement efforts are the best defense against improper
charges. But sophisticated fraudsters can manipulate the figures most advertisers mea-
sure. For example, if a display advertiser is wary of placements with a high ratio of
impressions to clicks (too few clicks relative to the number of impressions), the fraudster
can fake both clicks and impressions. If a pay-per-click advertiser is measuring the
ratio of sales to clicks, the fraudster can design its systems to target users already likely
to make a purchase from a given advertiser—for example, by faking clicks when the
user is already at the advertiser’s site (Edelman, a). The resulting costs can be
substantial. For example, June  indictments allege that Brian Dunning and Shawn
Hogan stole some  million and  million from eBay through eBay’s Commission
Junction affiliate program; the indictments allege that these affiliates actually sent eBay
worthless traffic, yet eBay’s measurement systems deemed them eBay’s two largest and
most productive affiliates.

Incentives, both between firms and within firms, sometimes dull efforts to uncover
advertising fraud. Most large advertisers buy online ads through agencies which are
paid on a commission basis. Catching fraud would reduce the measured spending and
hence reduce the agency’s commission—requiring an investment of time and effort
yielding lower payment to the agency. Networks’ incentives are also attenuated: In the
long run, advertisers will distrust networks with a reputation for fraud. But in the short
run, networks can increase revenue by retaining unsavory placements that increase
volume.

Furthermore, within-firm incentives invite advertisers’ staff to ignore or toler-
ate fraud. For many buyers of online advertising, the prestige of a position comes
in part from the size of the budget under management—limiting the incentive to
exclude fraudulent spending which would reduce budgets. Furthermore, some buy-
ers face leveraged incentives that sharply discourage clean-up. For example, some
companies pay their affiliate managers based on year-over-year growth of the pro-
grams they operate. Ejecting fraud would cut spending and yield a dispropor-
tionate drop in compensation. Finally, where a buyer has been defrauded, that
person may hesitate to come forward, on the view that admitting the problem
would reveal a personal failure. In a forthcoming draft, Edelman attempts to mea- AQ. update

possible?
sure some of these effects based on variation in staff and network compensation
schemes.
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Ad placement arbitrage

Industry participants often use the term “arbitrage” to describe buying ad placements
from a low-cost source, then showing ads through a network that offers higher pay-
ments. If both placements are equally desirable, such arbitrage might equalize prices
across markets, improving efficiency and increasing surplus. But if a seller offers lower
prices because its placements are of lower quality, resale of these resources to a high-
paying buyer does not constitute “arbitrage” as economists use the term. Rather, such
resale is more likely to constitute misrepresentation of a low-quality resource as a high-
quality resource (Edelman, ).

Multihoming, competition, and barriers
....................................................................................................................................................................

Ashlagi et al. () reported that  of search advertisers use only Google, not Yahoo
or Microsoft adCenter. This is arguably puzzling because, from an advertiser’s perspec-
tive, competing search ad services seem to be at least orthogonal if not complementary:
Some users favor one search engine, while others use another, and an advertiser who
forgoes a top ad platform fails to reach those users who rely on the corresponding search
engine. Prices cannot explain this puzzle because Google has both the most advertisers
and the highest prices (Edelman, b).

Instead, it seems advertisers distinctly favor Google because, despite Google’s higher
prices, Google offers access to more users and to a larger volume of searches. Ashlagi
et al. () show that the advertisers that use all of Google, Yahoo, and Microsoft are
significantly larger than the advertisers that use just one or two of these platforms.
Ashlagi attributes this difference to transaction costs: advertisers using multiple plat-
forms face extra costs, including signup costs, copying and updating ads, monitoring
performance, and adjusting bids.

In principle, advertisers could use automated software systems to copy their cam-
paigns from one ad platform to another—avoiding most costs of transferring and
updating ads. Each ad platform provides an application programming interface (API)
to let advertisers and tool-makers update and check ads and bids. That said, Google’s
API contract limits how advertisers may use this API—prohibiting tools that copy
ads from one platform to another. Edelman () argues that these restrictions are
an improper barrier to advertisers seeking to use smaller ad platforms. In Novem-
ber , the European Commission announced that these barriers to advertising
“portability” would be included in the Commission’s antitrust investigation of Google
(Europa, ).
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Consumer protection: disclosures and
deception

....................................................................................................................................................................

Online advertising raises all manner of consumer protection issues. For one, must
advertisements be labeled as such? The FTC has called for “clear and conspicuous dis- AQ. What is

FTC?
closures” that listings are advertisements, particularly in contexts such as search adver-
tising, where users may reasonably fail to recognize advertisements as such. Through
late , most search engines used terms like “sponsored links” to label their adver-
tisements. In an online experiment, Edelman and Gilchrist () show that the more
detailed label “paid advertisement” reduces users’ clicks on ads by –, with drops
particularly pronounced for users for with low income, low education, and little online
experience. Meanwhile, Edelman () critiques Google’s advertisement label, “Ads,”
pointing out that the new label is so tiny that it substantially fits within an “o” of Google,
among other shortfalls.

Some pay-per-click advertisements seek to deceive or defraud users—for example,
promising “free ringtones” when in fact the service carries a substantial charge. Edelman
(c) documents all manner of such schemes. However, in Goddard v. Google,  F.
Supp d  (N.D.Cal. ), Google was found to be not responsible for deceptive
ads it sold space for and presented to users—even when Google charged for each
advertisement, was aware of the untrue statements, and even encouraged the deception
through, for example, a “keyword suggestion tool” that suggested describing ringtones
as “free.” This decision reflects an interpretation of the Communications Decency Act
§, which instructs that a website must not “be treated as the publisher or speaker of
any information provided by” anyone else.

Open questions
....................................................................................................................................................................

The contracts, institutions, and norms of online advertising continue to evolve. Innova-
tion continues even on questions as fundamental as when an advertiser pays—with new
payment metrics based on “view-throughs” (a CPM–CPA hybrid requiring an impres-
sion followed by a conversion) and “impressions per connection” (a CPM–CPC hybrid
charging advertisers for impressions, but providing bonus impressions if click-throughs
are sufficiently frequent). These metrics alter incentives for advertisers and publishers,
addressing some of the problems with standard approaches but simultaneously creating
new concerns. With so much in flux, there remains ample opportunity to identify new
metrics that better satisfy participants’ requirements.
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Meanwhile, Google’s market share continues to grow—exceeding  of search vol-
ume in scores of countries. Does Google’s auction mechanism fully determine prices? Or
can Google use its increasing popularity to increase prices to advertisers and otherwise
enjoy its market power?

The structure of online advertising markets is closely linked to issues of general public
concern. For example, despite the rise of online advertising, newspapers receive signifi-
cantly less revenue for readers reached online rather than in print. But newspapers serve
important public functions, so online advertising shortfalls prompt a need to revisit the
future of journalism. Funding newspapers through online ads is particularly challenging
because it is often unclear what ads are most suitable: What advertiser seeks a placement
adjacent to news of war, election, or natural disaster? Some ads could be selected based
on a user’s prior activities rather than current browsing, but this approach calls for
collecting and retaining ever more information about users’ activities. Balancing these
concerns—while satisfying users, advertisers, publishers, and various intermediaries—
presents challenging questions at the intersection of economics, computer science, law,
and public policy.
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the product-mix
auction

A New Auction Design for Differentiated Goods
...........................................................................................................

paul klemperer 

Introduction
....................................................................................................................................................................

How should goods that both seller(s) and buyers view as imperfect substitutes be sold,
especially when multi-round auctions are impractical?
This was the Bank of England’s problem in autumn  as the credit crunch began.

The Bank urgently wanted to supply liquidity to banks, and was therefore willing to
accept a wider-than-usual range of collateral, but it wanted a correspondingly higher
interest rate against any weaker collateral it took. A similar problem was the US Trea-
sury’s autumn  TroubledAsset Recovery Program (TARP) plan to spend up to 

 This chapter was originally published in the Journal of the European Economic Association ()
(–): –, and is reproduced here with the kind permission of the European Economic
Association and the MIT Press. Minor revisions have been made to the original paper. The Bank of
England continues to use this auction design regularly and enthusiastically—the Governor of the Bank
(Mervyn King) wrote that “[it] is a marvellous application of theoretical economics to a practical
problem of vital importance to financial markets.” I have also advised the US Treasury and have been
consulted by other central banks, government agencies, etc., about these issues. I thank the relevant
officials for help, but the views here are my own and do not represent those of any organization. I am
very grateful to Jeremy Bulow and Daniel Marszalec for their help in advising the Bank of England. I also
particularly benefited from discussions with Elizabeth Baldwin and Marco Pagnozzi, and thank Olivier
Armantier, Eric Budish, Vince Crawford, Aytek Erdil, Meg Meyer, Moritz Meyer-ter-Vehn, Rakesh
Vohra, the editor, and anonymous referees, and many other friends and colleagues for helpful advice.
 The crisis began in early August , and a bank run led to Northern Rock’s collapse in

mid-September. Immediately subsequently, the Bank of England first ran four very unsuccessful
auctions to supply additional liquidity to banks and then consulted me. I got valuable assistance from
Jeremy Bulow and Daniel Marszalec.
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billion buying “toxic assets” from among , closely related but distinct subprime
mortgage-backed securities.
Because financial markets move fast, in both cases it was highly desirable that any

auction take place at a single instant. In a multi-stage auction, bidders who had entered
the highest bids early on might change their minds about wanting to be winners before
the auction closed, and the financial markets might themselves be influenced by the
evolution of the auction, which magnifies the difficulties of bidding and invites manip-
ulation.

An equivalent problem is that of a firm choosing its “product mix”: it can supply
multiple varieties of a product (at different costs), but with a total capacity constraint,
to customers with different preferences between those product varieties, and where
transaction costs or other time pressures make multiple-round auctions infeasible.

The different varieties of a product could include different points of delivery, different
warranties, or different restrictive covenants on use.
This paper outlines a solution to all these problems—the product-mix auction. I first

developed it for the Bank of England, which now uses it routinely. Indications of its
success are that the Governor of the Bank of England (Mervyn King) wrote, after the
Bank had been using it regularly for eighteen months and auctioned approaching 
billion worth of repos using it, that “The Bank of England’s use of Klemperer auctions in
our liquidity insurance operations is a marvellous application of theoretical economics
to a practical problem of vital importance to financial markets,” and an executive direc-
tor of the Bank described the auction as “A world first in central banking . . . potentially
a major step forward in practical policies to support financial stability.”

I subsequently made a similar proposal to the US Treasury, which would probably
have used a related design if it had not abandoned its plans to buy toxic assets. At
the time of writing, another central bank is exploring my design, and a regulator is

 There is some evidence that most bids in standard Treasury auctions are made in the last few
minutes, and a large fraction in the last few seconds. For a multi-round auction to have any merit,
untopped bids cannot be withdrawn without incurring penalties.
 The Bank of England insisted on a single-stage auction. Ausubel and Cramton () argued a

multi-stage auction was feasible for the US Treasury.
 That is, the Bank of England can be thought of as a “firm” whose “product” is loans; the different

“varieties” of loans correspond to the different collaterals they are made against, and their total supply
may be constrained. The Bank’s “customers” are its counterparties, and the “prices” they bid are interest
rates.
 See note . I do not give full details of the Bank’s objectives and constraints here, and not all the

issues I discuss are relevant to it. Although the auction was designed in response to the crisis, the Bank
wanted a solution that would be used in normal times too (in part, so that the use of a specific auction
design would convey no information).
 See Bank of England (), Fisher (), Milnes (), Fisher et al. (), and the Bank of

England’s website. The Bank’s current auctions correspond closely to the design described in the second
section of this chapter; future auctions may use some of the enhancements described in the third
section.
 After I proposed my solution to the Bank of England, I learned that Paul Milgrom was

independently pursuing related ideas. He and I therefore made a joint proposal to the US Treasury,
together with Jeremy Bulow and Jon Levin, in September–October . Other consultants, too,
proposed a static (sealed-bid) design, although of a simpler form, and the Treasury planned to run a
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considering a proposal to use my product-mix auction for selling two close-substitute
“types” of contracts to supply gas.
My design is straightforward in concept—each bidder can make one or more bids,

and each bid contains a set of mutually exclusive offers. Each offer specifies a price (or,
in the Bank of England’s auction, an interest rate) for a quantity of a specific “variety.”
The auctioneer looks at all the bids and then selects a price for each “variety.” From each
bid offered by each bidder, the auctioneer accepts (only) the offer that gives the bidder
the greatest surplus at the selected prices, or no offer if all the offers would give the
bidder negative surplus. All accepted offers for a variety pay the same (uniform) price
for that variety.
The idea is that the menu of mutually exclusive sets of offers allows each bidder to

approximate a demand function, so bidders can, in effect, decide how much of each
variety to buy after seeing the prices chosen. Meanwhile, the auctioneer can look at
demand before choosing the prices; allowing it to choose the prices ex post creates
no problem here, because it allocates each bidder precisely what that bidder would
have chosen for itself given those prices. Importantly, offers for each variety provide
a competitive discipline on the offers for the other varieties, because they are all being
auctioned simultaneously.
Compare thiswith the “standard” approach of running a separate auction for each dif-

ferent “variety.” In this case, outcomes are erratic and inefficient, because the auctioneer
has to choose how much of each variety to offer before learning bidders’ preferences,
and bidders have to guess how much to bid for in each auction without knowing what
the price differences between varieties will turn out to be; the wrong bidders may win,
and those who do win may be inefficiently allocated across varieties. Furthermore,
each individual auction is much more sensitive to market power, to manipulation, and
to informational asymmetries than if all offers compete directly with each other in a
single auction. The auctioneer’s revenues are correspondingly generally lower.  All
these problems also reduce the auctions’ value as a source of information. They may

first set of simple sealed-bid auctions, each for a related group of assets, and then enhance the design
using some of the Bulow–Klemperer–Levin–Milgrom ideas in later auctions. However, it then suddenly
abandoned its plans to buy subprime assets (in November ). Note also, however, that Larry Ausubel
and Peter Cramton—who played an important role in demonstrating the value of using auctions for
TARP (see e.g. Ausubel et al., )—had proposed running dynamic auctions, and the possibility of
doing this at a later stage was also still being explored. Milgrom () shows how to represent a wide
range of bidders’ preferences such that goods are substitutes, and shows that a linear-programming
approach yields integer allocations when demands and constraints are integer, but my proposal seems
more straightforward and transparent in a context such as the Bank of England’s.

 That is, it chooses prices like a Walrasian auctioneer who is equating bidders’ demand with the
bid-taker’s supply in a decentralized process (in which the privately held information needed to
determine the allocation is directly revealed by the choices of those who hold it). The result assumes the
conditions for “truthful” bidding are satisfied—see later.
 Thus, for example, if the US Treasury had simply predetermined the amount of each type of

security to purchase, ignoring the information about demand for the large number of closely related
securities, competition would have been inadequate. There were perhaps  likely sellers, but the
largest ten held of the order of two-thirds of the total volume, and ownership of many individual
securities was far more highly concentrated.
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also reduce participation, which can create “second-round” feedback effects, further
magnifying the problems.

Another common approach is to set fixed-price supplements for “superior” varieties,
and then auction all units as if they are otherwise homogenous. This can sometimes
work well, but such an auction cannot take any account of the auctioneer’s preferences
about the proportions of different varieties transacted. Furthermore, the auctioneer
suffers from adverse selection.

The question, of course, is whether my alternative approach can actually be imple-
mented, and—crucially—whether it can be done in a way that is simple and robust, and
easy for bidders to understand, so that they are happy to participate.
The following section shows howmyproduct-mix auction does this.The third section

discusses extensions. In particular, it is easy to include multiple buyers and multiple
sellers, and “swappers” who may be on either, or both, sides of the market. The fourth
section observes that the product-mix auction is essentially a “proxy” implementation of
a “two-sided” simultaneous multiple-round auction (SMRA)—but because my design
is static, it is simpler and cheaper and less susceptible to collusion and other abuses of
market power than is a standard dynamic SMRA.The fifth section concludes.

A simple two-variety example
....................................................................................................................................................................

The application this auction was originally designed to provide a simple illustration. A
single seller, the Bank of England (henceforth “the Bank”), auctioned just two “goods,”
namely a loan of funds secured against strong collateral, and a loan of funds secured
against weak collateral. For simplicity I refer to the two goods as “strong” and “weak.” 

In this context, a per-unit price is an interest rate.The rules of the auction are as follows:

. Each bidder can make any number of bids. Each bid specifies a single quantity and
an offer of a per-unit price for each variety. The offers in each bid are mutually
exclusive.

. The auctioneer looks at all the bids and chooses aminimum“cut-off” price for each
variety—I will describe later in this section how it uses the construction illustrated

 The feedback effects by which low participation reduces liquidity, which further reduces
participation and liquidity, etc., are much more important when there are multiple agents on both sides
of the market—see Klemperer ().
 Moreover, a central bank might not want to signal its view of appropriate price differentials for

different collaterals to the market in advance of the auction.
 If, for example, the US Treasury had simply developed a “reference price” for each asset, the

bidders would have sold it large quantities of the assets whose reference prices were set too high—and
mistakes would have been inevitable, since the government had so much less information than the
sellers.
 We assume (as did the Bank) that there is no adverse selection problem regarding collateral. For

the case in which bidders have private information regarding the value of the collateral they offer, see
Manelli and Vincent ().
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figure .. An example of bids in the Bank of England’s auction.

in Figures . and . to determine these minimum prices uniquely, for any
given set of bids, and given its own preferences.

. The auctioneer accepts all offers that exceed the minimum price for the corre-
sponding variety, except that it accepts at most one offer from each bid. If both
price offers in any bid exceed the minimum price for the corresponding variety,
the auctioneer accepts the offer that maximizes the bidder’s surplus, as measured
by the offer’s distance above the minimum price. 

. All accepted offers pay the minimum price for the corresponding variety—that is,
there is “uniform pricing” for each variety. 

Thus, for example, one bidder might make three separate bids: a bid for  million
at {. for (funds secured against) weak or . for (funds secured against) strong};
a bid for an additional  million at {. for weak or . for strong}; and a bid
for a further  million at {. for weak or  for strong}. Note that since offers at
a price of zero are never selected, the last bid is equivalent to a traditional bid on only a
single collateral. 

An example of the universe of all the bids submitted by all the bidders is illustrated
in Figure .a.The prices (i.e., interest rates) for weak and strong are plotted vertically
and horizontally, respectively; each dot in the chart represents an “either/or” bid. The
number by each dot is the quantity of the bid (in millions).The three bids made by the
bidder described above are the enlarged dots highlighted in bold.

 See notes  and  for how to break ties, and ration offers that equal the minimum price.
 Klemperer () discusses alternative rules.
 A bidder can, of course, restrict each of its bids to a single variety. Note also that a bidder who

wants to guarantee winning a fixed total quantity can do so by making a bid at an arbitrarily large price
for its preferred variety, and at an appropriate discount from this price for the other variety.
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The cut-off prices and the winning bids are determined by the Bank’s objectives. If,
for example, the Bank wants to lend . billion, and there are a total of . billion in
bids, then it must choose  billion in bids to reject.
Any possible set of rejected bids must lie in a rectangle with a vertex at the origin.

Figure .a shows one possible rectangle of rejected bids, bounded by the vertical line
at . and the horizontal line at .. If the Bank were to reject this rectangle of
bids, then all the accepted bids—those outside the rectangle—would pay the cut-off
prices given by the boundaries: . for weak, and . for strong.
Bids to the north-east of the rectangle (i.e. those which could be accepted for either

variety) are allocated to the variety for which the price is further below the offer. So bids
that are both north of the rectangle, and north-west of the diagonal ˚ line drawn up
from the upper-right corner of the rectangle, receive strong, and the other accepted bids
receive weak.
Of course, there are many possible rectangles that contain the correct volume of bids

to reject. On any ˚ line on the plane, there is generally exactly one point that is the
upper-right corner of such a rectangle.  It is easy to see that the set of all these points
forms the stepped downward-sloping line shown in Figure .b.  This stepped line is
therefore the set of feasible pairs of cut-off prices that accept exactly the correct volume
of bids.
Every point on Figure .b’s stepped line (i.e., every possible price pair) implies both

a price difference and (by summing the accepted bids below the corresponding ˚ line)
a proportion of sales that are weak. As the price difference is increased, the proportion
of weak sales decreases. Using this information we can construct the downward-sloping
“demand curve” in Figure ..
If it wished, the auctioneer (the Bank) could give itself discretion to choose any point

on the “demand curve” (equivalently, any feasible rectangle in Figure .) after seeing
the bids. In fact, the Bank prefers to precommit to a rule that will determine its choice.
That is, the Bank chooses a “supply curve” or “supply schedule” such as the upward-
sloping line in Figure . so the proportion allocated to weak increases with the price
difference.

 Moving north-east along any ˚ line represents increasing all prices while maintaining a constant
difference between them. Because the marginal bid(s) is usually rationed, there is usually a single
critical point that rejects the correct volume of bids. But if exactly  billion of bids can be rejected by
rejecting entire bids, there will be an interval of points between the last rejected and the first accepted
bid. As a tie-breaking rule, I choose the most south-westerly of these points.
 The initial vertical segment starts at the highest price for weak such that enough can be accepted

on weak when none is accepted on strong (this price is the weak price of the bid for ), and continues
down as far as the highest price bid for strong (the strong price of the bid for ). At this point some
strong replaces some weak in the accepted set, and there is then a horizontal segment until we reach the
next price bid for weak (the weak price of the bid for ) where more strong replaces weak in the
accepted set and another vertical segment begins, etc.
 The proposal for the US TARP to employ a “reference price” for each asset corresponds to

choosing the multidimensional equivalent of a horizontal supply curve; buying a predetermined
quantity of each asset corresponds to using a vertical supply curve. As I noted earlier, both these
approaches are flawed. Choosing an upward-sloping supply curve maintains the advantage of the
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figure .. Equilibrium in the Bank of England’s auction.

The point of intersection between the Bank’s supply curve and the “demand curve”
constructed from the bids determines the price differential and the percentage of
weak sold in the auction. With the supply curve illustrated, the price difference is
. and the proportion of weak is —corresponding to the outcome shown in
Figure .a. 

This procedure ensures that bidderswhose bids reflect their true preferences receive
precisely the quantities that they would have chosen for themselves if they had known
the auction prices in advance. So unless a bidder thinks its own bids will affect the
auction prices, its best strategy is to bid “truthfully;” if bidders all do this, and the Bank’s
supply curve also reflects its true preferences, the auction outcome is the competitive
equilibrium.

reference price approach, while limiting the costs of mispricing. The optimal choice of supply-curve
slope involves issues akin to those discussed in Poole (), Weitzman (), Klemperer and Meyer
(), etc. Maintaining the reserve power to alter the supply curve after seeing the bids protects against
collusion, etc.; see Klemperer and Meyer (), Kremer and Nyborg (), Back and Zender (),
McAdams (), etc.
 By determining the proportion of weak, Figure . also determines what fractions of any bids on

the rectangle’s borders are filled, and the allocation between goods of any bids on the ˚ line.
 This does not require pure “private value” preferences, but does not allow bidders to change their

bids in response to observing others’ bids. We can extend our mechanism to allow bidders with
“common values” to update their bids: the auctioneer takes bids as described earlier, and reports the
“interim” auction prices that would result if its supply were scaled up by some predetermined multiple
(e.g., .). It then allows bidders to revise the prices of any bid that would win at the interim prices,
except that the price on the variety that the bid would win cannot be reduced below that variety’s
interim price. Multiple such stages can be used, and/or more information can be reported at each stage,
before final prices and allocations are determined—we offered such an option to the US Treasury,
though it was not our main recommendation.
 Because on the order of forty commercial banks, building societies, etc., bid in the Bank of

England’s auctions, it is unlikely that any one of them can much affect the prices. I assume the Bank’s
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Easy extensions
....................................................................................................................................................................

Multiple buyers and multiple sellers

It is easy to include additional potential sellers (i.e., additional lenders of funds, in our
example). Simply add their maximum supply to the total that the auctioneer sells, but
allow them to participate in the auction as usual. If a potential seller wins nothing in
the auction, the auctioneer has sold the seller’s supply for it. If a potential seller wins its
total supply back, there is no change in its position.

“Swappers” who might want to be on either side of the market

Exactly the same approach permits a trader to be on either side, or both sides, of the
market. If, for example, letting the auctioneer offer its current holdings of strong, a
bidder in the auction wins the same amount of weak, it has simply swapped goods
(paying the difference between the market-clearing prices).

Variable total quantity

Making the total quantity sold (as well as the proportions allocated to the different
varieties) depend upon the prices is easy. The Bank might, for example, precommit to
the total quantity being a particular increasing function of the price of strong. Using the
procedure of set out in the preceding section to solve for the strong price corresponding
to every possible total quantity yields a weakly decreasing function, and the unique
intersection of the two functions then determines the equilibrium.

Other easy extensions

Several other extensions are also easy. For example, bidders can be allowed to ask for
different amounts of the different goods in a bid. Or a bidder can specify that a total
quantity constraint applies across a group of bids. And there can, of course, be more
than two goods, with a cut-off price for each, and a bid rejected only if all its offers are
below the corresponding cut-off prices.
Bidders can express more complex preferences by using several bids in combination.

For example, a bidder might be interested in  million weak at up to , and 
million strong at up to .However, even if prices are high, the bidder wants an absolute

supply curve is upward sloping so, given our tie-breaking rule (see note ), if there are multiple
competitive equilibria the outcome is the unique one that is lowest in both prices.
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minimum of  million. This can be implemented by making all of the following four
bids, if negative bids are permitted:

.  million of {weak at maximum permitted bid or strong at maximum permitted
bid less }.

.  million of weak at .
.  million of strong at .
. minus  million of {weak at  or strong at }.

The point is that the fourth (negative) bid kicks in exactly when one of the second and
third bids is accepted, and then exactly cancels the first bid for million “at any price”
(since  =  – ).

Further extensions, and the relationship
to the simultaneous multiple-round

auction
....................................................................................................................................................................

My auction is equivalent to a static (sealed-bid) implementation of a simplified version
of a “two-sided” simultaneousmultiple-round auction (SMRA). (By “two-sided” Imean
that sellers as well as buyers can make offers, as explained later.)
Begin by considering the special case in which the auctioneer has predetermined the

quantity of each variety it wishes to offer, and the bids in my auction represent bidders’
true preferences. Then the outcome will be exactly the same as the limit as bid incre-
ments tend to zero of a standard SMRA if each bidder bids at every step to maximize its
profits at the current prices given those preferences, since both mechanisms simply
select the competitive-equilibrium price vector.

 A bidder can perfectly represent any preferences across all allocations by using an appropriate
pattern of positive and negative bids if the goods are imperfect substitutes such that the bidder’s
marginal value of a good is reduced at least as much by getting an additional unit of that good as by
getting an additional unit of the other good (i.e., if V(w,s) is the bidder’s total value of w of weak plus
s of strong, then ∂V/∂w ≤ ∂V/∂w∂s ≤  and ∂V/∂s ≤ ∂V/∂w∂s ≤ ). More general
preferences than this require more complex representations—but the important point, of course, is that
preferences can typically be well approximated by simple sets of bids. The geometric techniques used in
the analysis of the product-mix auction also yield new results in the multidimensional analysis of
demand: see Baldwin and Klemperer ().
 In a SMRA the bidders take turns to make bids in many ascending auctions that are run

simultaneously (e.g.,  of . billion = . billion auctions for a single  of strong, and  of .
billion = . billion auctions for a single  of weak). When it is a bidder’s turn, it can make any new
bid it wishes that beats any existing winning bid by at least the bidding increment (though it cannot top
up or withdraw any of its own existing bids). This continues until no one wants to submit any new bids.
For more detail, including “activity rules” etc., see, e.g., Milgrom (), Binmore and Klemperer
(), and Klemperer ().
 An exception is that an SMRA may not do this when bidders’ preferences are such that they would

ask for different amounts of the different goods in a single bid in my procedure. All the other types of
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The general case in which the auctioneer offers a general supply curve relating the
proportions of the different varieties sold to the price differences is not much harder.
We now think of the auctioneer as acting both as the bid-taker selling the maximum
possible quantity of both varieties, and as an additional buyer bidding to buy units
back to achieve a point on its supply curve. That is, in our example in which the
Bank auctions . billion, we consider an SMRA which supplies . billion weak
and . billion strong, and we think of the Bank as an additional bidder that has an
inelastic total demand for . billion and that bids in exactly the same way as any other
bidder., 

So my procedure is equivalent to a “proxy SMRA,” that is, a procedure in which
bidders submit their preferences, and the auctioneer (and other potential sellers) submit
their supply curves, and a computer then calculates the equilibrium that the (two-sided)
SMRA would yield. However, my procedure restricts the preferences that the auction
participants can express. Although I can permit more general forms of bidding than
those discussed (see Klemperer, ), some constraints are desirable. For example,
I am cautious about allowing bids that express preferences under which varieties are
complements. 

Importantly, exercising market power is much harder in my procedure than in a
standard SMRA, precisely because my procedure does not allow bidders to express

bids discussed reflect preferences such that all individual units of all goods are substitutes for all bidders
(so bidding as described in an SMRA is rational behavior if the number of bidders is large). I assume the
auctioneer also has such preferences (i.e., the Bank’s supply curve is upward sloping), so if there are
multiple competitive equilibria, there is a unique one in which all prices are lowest and both
mechanisms select it—see note  and Crawford and Knoer (), Kelso and Crawford (),
Gul and Stacchetti (), and Milgrom ().
 That is, whenever it is the Bank’s turn to bid, it makes the minimum bids both to restore its

quantity of winning bids to . billion and to win the quantity of each variety that puts it back on its
supply curve, given the current price difference. It can always do this to within one bid increment, since
the weak-minus-strong price difference can only be more (less) than when it last bid if its weak (strong)
bids have all been topped, so it can increase the quantity of strong (weak) it repurchases relative to its
previous bids, as it will wish to do in this case.
 If there are other sellers (or “swappers”), add their potential sales (or “swaps”) to those offered in

the SMRA, and think of these participants as bidding for positive amounts like any other bidders.
 Although the description of this in the second section of the present chapter may have obscured

this, our procedure is symmetric between buyers and sellers. (It is not quite symmetric if the auctioneer
does not precommit to its supply curve, but if bidders behave competitively their bids are unaffected by
this.)
 I could in principle allow any preferences subject to computational issues; these issues are not very

challenging in the Bank of England’s problem.
 The difficulty with complements is the standard one that there might be multiple unrankable

competitive equilibria, or competitive equilibrium might not exist (see note ), and an SMRA can yield
different outcomes depending upon the order in which bidders take turns to bid. In independent work,
Milgrom () explores how to restrict bidders to expressing “substitutes preferences.” Crawford’s
() static mechanism for entry-level labor markets (e.g., the matching of new doctors to residency
positions at hospitals) addresses related issues in a more restrictive environment. See also Budish ().



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

the product-mix auction for differentiated goods 

preferences that depend on others’ bids. In particular, coordinated demand reduction
(whether or not supported by explicit collusion) and predatory behavior may be almost
impossible. In a standard dynamic SMRA, by contrast, bidders can learn from the bid-
dingwhen such strategies are likely to be profitable, and how they can be implemented—
in an SMRA, bidders can make bids that signal threats and offers to other bidders, and
can easily punish those who fail to cooperate with them., 

Finally, the parallel with standard sealed-bid auctions makes my mechanism more
familiar and natural than the SMRA to counterparties. In contexts like the Bank of
England’s, my procedure is much simpler to understand.

Conclusion
....................................................................................................................................................................

The product-mix auction is a simple-to-use sealed-bid auction that allows bidders to
bid on multiple differentiated assets simultaneously, and bid takers to choose supply
functions across assets. It can be used in environments in which an SMRA is infeasible
because of transaction costs, or the time required to run it. The design also seems more
familiar and natural than the SMRA to bidders in many applications, and makes it
harder for bidders to collude or exercise market power in other ways.
Relative to running separate auctions for separate goods, the product-mix auction

yields better “matching” between suppliers and demanders, reduced market power,
greater volume and liquidity, and therefore also improved efficiency, revenue, and qual-
ity of information. Its applications therefore extend well beyond the financial contexts
for which I developed it.
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optimal incentives in
core-selecting

auctions
...........................................................................................................

robert day and paul milgrom 

Introduction
....................................................................................................................................................................

In early , the UK’s telecommunication authority, Ofcom, adopted a new pricing
rule for its spectrum auction—a minimum-revenue core-selecting rule. The class of such
rules had only recently been proposed and analyzed by Day and Milgrom ().
Following the UK’s lead, radio spectrum auctions with similar rules were planned in
Austria, Denmark, Ireland, Portugal, and the Netherlands, and by the Federal Aviation
Administration in the United States for the allocation of landing slot rights at New York
City airports.

Thenewpricing rule generalizes the familiar second-price auction rule for auctions of
a single item. One way to characterize the outcome of a second-price auction is in terms
of the core: the price is high enough that no bidder (or group of bidders) is willing to offer
more to the seller to change the assignment and, among such prices, it is the lowest one.
For multi-item auctions, a core price vector is one that is low enough to be individually
rational and high enough that no group of bidders finds it profitable to offer a higher
total price to the seller. Among core price vectors, the minimum-revenue core vectors
are the ones with the smallest revenue for the seller.
Two general considerations inspired our development of the theory of core prices and

core-selecting auctions. The first was discontent with the auction proposed by Vickrey
(), whose weaknesses are reviewed by Ausubel and Milgrom (). Of particular

 This chapter updates and corrects work that we originally reported in Day and Milgrom ().
Our text borrows liberally from our own earlier work.

 Most of these auctions also incorporated multiple rounds of bids following a suggestion of Ausubel
et al. ().
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concern is that Vickrey prices can be very low. The second was that similar core and
stability concepts have been applied successfully in the design of real-world matching
markets. The National Resident Matching Program is a famous example, but others
include the mechanisms adopted by New York and Boston for assigning students to
schools and the New England Kidney Exchange (Roth and Peranson, ; Roth et al.
; Abdulkadiroglu et al., a,b).
There is both empirical and experimental evidence to suggest that the core is impor-

tant, although most work in this area has focused on matching rather than on auctions.
Stable matching mechanisms survive much longer in practical applications than related
unstable mechanisms (Roth and Xing, ; Kagel and Roth, ). And there is a
theoretical argument to explain this longevity: if a proposed match is stable, then no
group would prefer to renege and make an alternative arrangement among themselves,
because there is no feasible alternative that all group members would prefer. But if a
proposed match is unstable, then some group would prefer to renege, and too much
reneging would make the mechanism unreliable for its users.
Nothing limits this theoretical argument to the case matching. For an auction, if a

mechanism produces a core allocation, then no group of bidders can profitably offer a
higher total price to the seller. And if the auction selects a point that is not in the core at
least with respect to the submitted bids, then some group of bidders has already offered
the seller a total price that is higher than the price prescribed by the auction. It is easy
to see why sellers might want to renege and make a separate deal with that group of
bidders.
Parts of these analyses assume that the recommended matching or auction mech-

anisms result in stable or core allocations, but whether that happens depends on the
participants’ strategies. Participant behavior in real mechanisms varies widely, from
naïve to sophisticated, and the most sophisticated participants do not merely make
truthful reports in the mechanism. Instead, they also make decisions about whether
to make pre-emptive offers before the auction, to enter the auction as a single bidder
or as several, to stay out of the auction and try to bargain with the winners afterwards,
to buy extra units in the auction and resell some afterwards, to renege on deals, or to
persuade the seller to make changes to the timing or rules of the mechanism. Each of
these elements can be important in some auction settings.
Despite the variety of objectives and of important behavioral constraints in real auc-

tion settings,mechanismdesign researchers customarily impose truth-telling incentives
first and then to ask towhat extent other objectives or constraints can be accommodated.
Since optimization is at best an approximation to the correct behavioral theory for bid-
ders, it is also interesting to reverse the exercise, asking: by howmuch do the incentives
for truthful reporting fail when other design objectives are treated as constraints?

 The core is always non-empty in auction problems. Indeed, for any profile of reports, the allocation
that assigns the items efficiently and charges each bidder the full amount of its bids selects a core
allocation. This selection describes the “menu auction” analyzed by Bernheim and Whinston ().
Other core-selecting auctions are described in Ausubel and Milgrom (), and Day and Raghavan
().
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The modern literature does include some attempts to account for multiple perfor-
mance criteria even when incentives are less than perfect. Consider, for example, the
basic two-sided matching problem, commonly called the marriage problem, in which
men have preferences regarding women and women have preferences regarding men.
The early literature treats stability of the outcome as the primary objective, and only
later turns its attention to the incentive properties of the mechanism. In the marriage
problem, there always exists a unique man-optimal match and a unique woman-optimal
match. The direct mechanism that always selects the man-optimal match is strategy-
proof formen but not for women, and the reverse is true for the woman-optimalmech-
anism. Properties such as these are typically reported as advantages of the mechanism,

even though these incentives fall short of full strategy-proofness. Another argument is
that even when strategy-proofness fails, finding profitable deviations may be so hard
that most participants find it best just to report truthfully. A claim of this sort has been
made for the pre- algorithm used by National Resident Matching Program, which
was not strategy-proof for doctors, but for which few doctors could have gained at all
by misreporting and for which tactical misreporting was fraught with risks (Roth and
Peranson, ).

The analysis of multiple criteria is similarly important for the design of package
auctions (also called “combinatorial auctions”), which are auctions for multiple items in
which bidders can bid directly for non-trivial subsets (“packages”) of the items being
sold, rather than being restricted to submit bids on each item individually. In these
auctions, revenues are an obvious criterion. Auctions are commonly run by an expert
auctioneer on behalf of the actual seller and any failure to select a core allocation with
respect to reported values implies that there is a group of bidders that have offered to
pay more in total than the winning bidders, yet whose offer has been rejected. Imagine
trying to explain such an outcome to the actual seller or, in a government-sponsored
auction, to a skeptical public! Another possible design objective is that a bidder should
not profit by entering and playing as multiple bidders, rather than as a single one.

 As Gale and Shapley () first showed, there is a stable match that is Pareto preferred by all men
to any other stable match, which they called the “man optimal” match.

 Hatfield and Milgrom () identify the conditions under which strategy-proofness extends to
cover the college admissions problem, in which one type of participant (“colleges”) can accept multiple
applicants, but the other kind (“students”) can each be paired to only one college. Their analysis also
covers problems in which wages and other contract terms are endogenous.

 For example, see Abdulkadiroglu et al. (a).
 There is quite a long tradition in economics of examining approximate incentives in markets,

particularly when the number of participants is large. An early formal analysis is by Roberts and
Postlewaite ().

 McMillan () describes how heads rolled when second-price auctions were used to sell
spectrum rights in New Zealand and the highest bid was sometimes orders of magnitude larger than the
second-highest bid.

 Yokoo et al. () were the first to emphasize the importance of “false name bidding” and how it
could arise in the anonymous environment of Internet auctions. The problem they identified, however,
is broader than just anonymous Internet auctions. For example, in the US radio spectrum auctions,
several of the largest corporate bidders (including AT&T, Cingular, T-Mobile, Sprint, and Leap
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We illustrate these conditions and how they fail in the Vickrey auction with an
example of two identical items are for sale.The first bidder wants both items andwill pay
up to  for the pair; it has zero value for acquiring a single item. The second and third
bidders each have values of  for either one or two items, so theirmarginal values of the
second item are zero. The Vickrey auction outcome assigns the items to the second and
third bidders for prices of zero. Given that any of the three bidders would pay  for the
pair of items, a zero price is surely too low: that is the low-revenue problem. Generally,
the low-revenue problem for theVickrey auction is that its payments to the sellermay be
less than those at any core allocation.  Also, suppose that the second and third bidders
are both controlled by the same player, whose actual values are  for one item or 
for two. If the bidder were to participate as a single entity, it would win the two items
and pay a price of . By bidding as two entities, each of which demands a single item
for a price of , the player reduces its total Vickrey price from  to : that is the shill
bidding problem.These vulnerabilities are so severe that practical mechanism designers
are compelled to investigate when and whether relaxing the incentive compatibility
objective can alleviate these problems.
We have discussed matching and package auction mechanisms together not only

because they are two of the currently mostly active areas of practical mechanism design
but also because there are some remarkable parallels between their equilibrium theories.
One parallel connects the cases where the doctors in the match are substitutes for the
hospital andwhen the goods in the auction are substitutes for the bidders. In these cases,
the mechanism that selects the doctor-optimal match is ex post incentive-compatible
for doctors, and a mechanism, the ascending proxy auction of Ausubel and Milgrom
(), which selects a bidder-optimal allocation (a core allocation that is Pareto opti-
mal for bidders), is ex post incentive-compatible for bidders. 

A second important connection is the following one: for every stable match x and
every stable matching mechanism, there exists an equilibrium in which each player
adopts a certain truncation strategy, according to which it truthfully reports its ranking
of all the outcomes at which it is not matched, but reports that it would prefer to be
unmatched rather than to be assigned an outcome worse than x. What is remarkable
about this theorem is that one single profile of truncation strategies is a Nash equilibrium
for every stable matching mechanism. We will find that a similar property is true for
core-selecting auctions, but with one difference. In matching mechanisms, it is usual
to treat all the players as strategic, whereas in auctions it is not uncommon to treat
the seller differently, with only a subset of the players—the bidders—treated as making
decisions strategically. We are agnostic about whether to include the seller as a bidder

Wireless) have at times had contracts with, or financial interests in, multiple bidding entities in the same
auction, enabling strategies that would not be possible for a single, unified bidder.

 In this example, the core outcomes are the outcomes in which  and  are the winning bidders,
each pays a price between  and , and the total payments are at least . The seller’s revenue in a
core-selecting auction is thus at least .

 This is also related to results on wage auctions in labor markets as studied by Kelso and Crawford
(), and Hatfield and Milgrom (), although those models do not employ package bidding.
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or even whether to include all the buyers as strategic players. Regardless of how the set
of strategic players is specified, we find that for every allocation on the Pareto frontier
of the core for the players who report strategically, there is a single profile of truncation
strategies that is an equilibrium profile for every core-selecting auction. 

The preceding results hinge on another similarity between package auctions and
matching mechanisms. In any stable matching mechanism or core-selecting auction,
and given any reports by the other players, a player’s best reply achieves its maximum
core payoff or best stablematch given its actual preferences and the reported preferences
of others. For auctions, there is an additional interesting connection: themaximum core
payoff is exactly the Vickrey auction payoff.
Next are the interrelated results about incentives for groups of participants. Given a

core-selecting auction, the incentives for misreporting are minimal for individuals in a
particular group, S, if and only if the mechanism selects an S−best core allocation. If
there is a unique S−best allocation, then truthful reporting by members of coalition S
is an ex post equilibrium.This is related to the famous result frommatching theory (for
which there always exists a unique man-optimal match and a unique woman-optimal
match) that it is an ex post equilibrium for men to report truthfully in the man-optimal
mechanism and for women to report truthfully in the woman-optimal mechanism.
The remainder of this chapter is organized as follows. The following section for-

mulates the package auction problem. The third section characterizes core-selecting
mechanisms in terms of revenues that are never less than Vickrey revenues, even when
bidders can use shills. The fourth section introduces definitions and notation, and
introduces the theorems about best replies and full information equilibrium. The fifth
section states and proves theorems about the core-selecting auctions with the smallest
incentives to misreport. Various corresponding results for the marriage problem are
developed in the sixth section. The seventh section notes an error regarding revenue
monotonicity in an earlier version of this chapter (as it appeared in the International
Journal of Game Theory), and makes connections to more recent research and applica-
tions. The eighth section concludes.

Formulation
....................................................................................................................................................................

We denote the seller as player , the bidders as players j = , . . . , J, and the set of all
players by N. Each bidder, j, has quasi-linear utility and a finite set of possible packages,
Xj. Its value associated with any feasible package xj ∈ Xj is uj(xj) ≥ . For convenience,
we formulate our discussion mainly in terms of bidding applications, but the same
mathematics accommodatesmuchmore, including some social-choice problems. In the
central case of package bidding for predetermined items, xj consists of a package of items

 These truncation strategies also coincide with what Bernheim and Whinston () call “truthful
strategies” in their analysis of a “menu auction,” which is a kind of package auction.
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that the bidder may buy. For procurement auctions, xj could also usefully incorporate
information about delivery dates, warranties, and various other product attributes or
contract terms. Among the possible packages for each bidder is the null package, ∅ ∈ Xj
and we normalize so that uj(∅) = .
For concreteness, we focus on the case where the auctioneer is a seller who has a feasi-

ble set X ⊆ X × . . . × XJ with (∅, . . . , ∅) ∈ X—so the no-sale package is feasible for
the seller—and a valuation function u : X → R is normalized so that u(∅, . . . , ∅) =

AQ.There are
several
instances of
the ’empty
box’ symbol
appearing in
this chapter,
which may or
may not be
right.

. For example, if the seller must produce the goods to be sold, then u may be the
auctioneer-seller’s variable cost function.
For any coalition S, a goods assignment x̂ is feasible for coalition S, written x̂ ∈ F(S),

if () x̂ ∈ X and () for all j, if j /∈ S or  /∈ S, then x̂j = ∅. That is, a bidder can have a
non-null assignment when coalition S forms only if that bidder and the seller are both
in the coalition.
The coalition value function or characteristic function is defined by:

wu(S) = maxx∈F(S)

∑
j∈S

uj(xj) ()

In a direct auction mechanism (f , P), each bidder jreports a valuation function ûj and
the profile of reports is û = {ûj}J

j=. The outcome of the mechanism,
(
f
(
û
)
,
(
Pj(û)

)) ∈
(X, RJ

+), specifies the choice of x = f (û) ∈ X and the payments pj = Pj(û) ∈ R+ made
AQ. empty
boxes here
and above?to the seller by each bidder j. The associated payoffs are given by π = u(x) + ∑

j �= pj
for the seller and πj = uj(x) − pj for each bidder j. The payoff profile is individually
rational if π ≥ .
A cooperative game (with transferable utility) is a pair (N,w) consisting of a set of

players and a characteristic function. A payoff profile π is feasible if
∑

j∈N πj ≤ w(N),
and in that case it is associated with a feasible allocation. An imputation is a feasible,
non-negative payoff profile. An imputation is in the core if it is efficient and unblocked:

Core(N,w) =
{
π ≥ 

∣∣∣
∑

j∈N
πj = w(N) and (∀S ⊆ N)

∑
j∈S

πj ≥ w(S)
}

()

A direct auction mechanism (f , P) is core-selecting if for every report profile û, πû ∈
Core(N,wû). Since the outcome of a core-selecting mechanism must be efficient with
respect to the reported preferences, we have the following:

Lemma . For every core-selecting mechanism (f , P) and every report profile û,

f (û) ∈ argmaxx∈X

∑
j∈N

ûj(xj) ()

The payoff of bidder j in a Vickrey auction is the bidder’s marginal contribution to
the coalition of the whole. In cooperative game notation, if the bidders’ value profile is
u, then bidder j’s payoff is π̄j = wu(N) − wu(N − j). 

 A detailed derivation can be found in Milgrom ().
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Revenues and shills: necessity of
core-selecting auctions

....................................................................................................................................................................

We have argued that the revenues from the Vickrey outcome are often too low to be
acceptable to auctioneers. In order to avoid biasing the discussion too much, in this
section we treat the Vickrey revenues as a just-acceptable lower bound and ask: what
class of auctions have the properties that, for any set of reported values, they select the
total-value maximizing outcome and lead always to bidder payoffs no higher than the
Vickrey payoffs, even when bidders may be using shills? Our answer will be: exactly
the class of core-selecting auctions.
In standard fashion, we call any mechanism with the first property, namely, that the

auction selects the total-value-maximizing outcome, “efficient.”

Theorem . An efficient direct auction mechanism has the property that no bidder can
ever earn more than its Vickrey payoff by disaggregating and bidding with shills if and only
if it is a core-selecting auction mechanism.

Proof. Fix a set of players (seller and bidders) N, let w be the coalitional value function
implied by their reported values, and let π be the players’ vector of reported payoffs.
Efficiency means

∑
j∈N πj = w(N). Let S ⊆ N be a coalition that excludes the seller.

These bidders could be shills. Our condition requires that they earn no more than
if they were to submit their merged valuation in a Vickrey auction, in which case
the merged entity would acquire the same items and enjoy a total payoff equal to its
marginal contribution to the coalition of the whole: w(N) − w(N − S). Our restric-
tion is therefore

∑
j∈S πj ≤ w(N) − w(N − S). In view of efficiency, this holds if and

only if
∑

j∈N−S πj ≥ w(N − S). Since S was an arbitrary coalition of bidders, we have
that for every coalition T = N − S that includes the seller,

∑
j∈T πj ≥ w(T). Since

coalitions without the seller have value zero and can therefore never block, we have
shown that there is no blocking coalition. Together with efficiency, this implies that
π ∈ Core(N,w). �

AQ. Is a
(different)
symbol
needed here?

Truncation reports and equilibrium
....................................................................................................................................................................

In themarriage problem, a truncation report refers to a reported ranking by person j that
preserves the person’s true ranking of possible partners, but which may falsely report
that some partners are unacceptable. For an auction setting with transferable utility, a
truncation report is similarly defined to correctly rank all pairs consisting of a non-
null goods assignment and a payment but which may falsely report that some of these
are unacceptable. When valuations are quasi-linear, a reported valuation is a truncation
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report exactly when all reported values of non-null goods assignments are reduced by
the same non-negative constant. We record that observation as a lemma.

Lemma . A report ûj is a truncation report if and only if there exists some α ≥  such
that for all xj ∈ Xj, ûj(xj) = uj(xj) − α.

Proof. Suppose that ûj is a truncation report. Let xj and x′
j be two non-null packages

and suppose that the reported value of xj is ûj(xj) = uj(xj) − α.Then, (xj, uj(xj) − α) is
reportedly indifferent to (∅, ). Using the true preferences, (xj, uj(xj) − α) is actually
indifferent to (x′

j, uj(x′
j) − α) and so must be reportedly indifferent as well: ûj(xj) −

uj(xj) − α = ûj(x′
j) − uj(x′

j) − α. It follows that uj(x′
j) − ûj(x′

j) = uj(xj)−ûj(xj)=α.
Conversely, suppose that there exists some α ≥  such that for all xj ∈ Xj, ûj(xj) ≡

uj(xj) − α.Then for any two non-null packages, the reported ranking of (xj, p) is higher
than that of (x′

j, p′) if and only if û(xj) − p ≥ û(x′
j) − p′ , which holds if and only if

u(xj) − p ≥ u(x′
j) − p′. � AQ. symbol at

end?

We refer to the truncation report inwhich the reported value of all non-null outcomes
is ûj(xj) = uj(xj) − αj as the “αj truncation of uj.”
In full-information auction analyses since that of Bertrand (), auction mecha-

nisms have often been incompletely described by the payment rule and the rule that
the unique highest bid, when that exists, determines the winner. Ties often occur at
Nash equilibrium, however, and the way ties are broken is traditionally chosen in a
way that depends on bidders’ values and not just on their bids. For example, in a first-
price auction with two bidders, both bidders make the same equilibrium bid, which
is equal to the lower bidder’s value. The analysis assumes that the bidder with the
higher value is favored, that is, chosen to be the winner in the event of a tie. If the
high-value bidder were not favored, then it would have no best reply. As Simon and
Zame () have explained, although breaking ties using value information prevents
this from being a feasible mechanism, the practice of using this tie-breaking rule for
analytical purposes is an innocent one, because, for any ε > , the selected outcome lies
within ε of the equilibrium outcome of any related auction game in which the allowed
bids are restricted to lie on a sufficiently fine discrete grid. 

In view of lemma , for almost all reports, assignments of goods differ among core-
selecting auctions only when there is a tie; otherwise, the auction is described entirely
by its payment rule. We henceforth denote the payment rule of an auction by P(û, x), to
make explicit the idea that the payment may depend on the goods assignment in case
of ties. For example, a first-price auction with only one good for sale is any mechanism
which specifies that the winner is a bidder who has made the highest bid and the price
is equal to that bid.Themechanism can have any tie-breaking rule to be used so long as
equation  is satisfied. In traditional parlance, the payment rule, P, defines an auction,
which comprises a set of mechanisms.

 See also Reny ().
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Definition. û is an equilibrium of the auction P if there is some core-selecting mechanism
(f , P) such that û is a Nash equilibrium of the mechanism.

For any auction, consider a tie-breaking rule in which bidder j is favored. This means
that in the event that there are multiple goods assignments that maximize total reported
value, if there is one at which bidder j is a winner, then the rule selects such a one.When
a bidder is favored, that bidder always has some best reply.

Theorem . Suppose that (f , P) is a core-selecting direct auction mechanism and bidder j
is favored. Let û−j be any profile of reports of bidders other than j. Denote j’s actual value
by uj and let π̄j = wû−j ,uj(N) − wû−j ,uj(N − j) be j’s corresponding Vickrey payoff. Then,
the π̄j truncation of ujis among bidder j’s best replies in the mechanism and earns j the
Vickrey payoff, π̄j. Moreover, this remains a best reply even in the expanded strategy space
in which bidder j is free to use shills.

Proof. Suppose j reports the π̄j truncation of uj. Since the mechanism is core selecting,
it selects individually rational allocations with respect to reported values. Therefore, if
bidder j is a winner, its payoff is at least zero with respect to the reported values and
hence at least π̄j with respect to its true values.
Suppose that some report ûj results in an allocation x̂ and a payoff for j

strictly exceeding π̄j. Then, the total payoff to the other bidders is less than
wû−j ,uj(N) − π̄j ≤ wû−j ,uj(N − j), so N − j is a blocking coalition for x̂, contradicting
the core-selection property.This argument applies also when bidder j uses shills. Hence,
there is no report yielding a profit higher than π̄j, even on the expanded strategy space
that incorporates shills.
Since reporting the π̄j truncation of uj results in a zero payoff for j if it loses and

non-negative payoff otherwise, it is always a best reply when π̄j = .
Next, we show that the truncation report always wins for j, therefore yielding

a profit of at least π̄j so that it is a best reply. Regardless of j’s reported valuation,
the total reported payoff to any coalition excluding j is at most wû−j ,ûj(N − j) =
maxx=(∅,x−j)∈X

∑
i∈N−j ûi(x). If j reports the π̄j truncation of uj, then the maximum

value is at least maxx∈X

(∑
i∈N−j ûi(x) + uj(x)

)
− π̄j = wû−j ,uj(N) − π̄j, which is

equal to the previous sum by the definition of π̄j. Applying lemma  and the hypothesis
that j is favored establishes that j is a winner. �AQ. symbol?

Definition. An imputation π is bidder optimal if π ∈ Core(N, u) and there is no π̂ ∈
Core(N, u) such that for every bidder j, πj ≤ π̂j with strict inequality for at least one bid-
der. (By extension, a feasible allocation is bidder optimal if the corresponding imputation
is so.)

Next is one of themain theorems, which establishes a kind of equilibrium equivalence
among the various core-selecting auctions. We emphasize, however, that the strategies
require each bidder j to know the equilibrium payoff πj, so what is being described is a
full-information equilibrium but not an equilibrium in the model where each bidder’s
own valuation is private information.
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Theorem . For every valuation profile u and corresponding bidder optimal imputa-
tion π , the profile of πj truncations of uj is a full-information equilibrium profile of
every core-selecting auction. The equilibrium goods assignment x∗ maximizes the true
total value

∑
i∈N ui(xi), and the equilibrium payoff vector is π (including π for the

seller).

Proof. For any given core-selecting auction, we study the equilibrium of the corre-
sponding mechanism that, whenever possible, breaks ties in equation  in favor of the
goods assignment that maximizes the total value according to valuations u. If there are
many such goods assignments, any particular one can be fixed for the argument that
follows.
First, we show that no goods assignment leads to a reported total value exceed-

ing π. Indeed, let S be the smallest coalition for which the maximum total reported
value exceeds π. By construction, the bidders in S must all be winners at the max-
imizing assignment, so π < maxx∈X ,x−s=∅ u(x) + ∑

i∈S− (ui(xi) − πi) ≤ wu(S) −∑
i∈S− πi.This contradictsπ ∈ Core(N,wu), so the winning assignment has a reported

value of at most π: wû(N) ≤ π. If j instead reports truthfully, it can increase the value
of any goods allocation by at most πj, so wuj ,û−j(N) ≤ π + πj.
Next, we show that for any bidder j, there is some coalition excluding j for which the

maximum reported value is at least π. Since π is bidder optimal, for any ε > , (π −
ε,πj + ε,π−j) /∈ Core(N,wu). So, there exists some coalition Sε to block it:

∑
i∈Sε

πi −
ε < wu(Sε). By inspection, this coalition includes the seller but not bidder j. Since this
is true for every ε and there are only finitely many coalitions, there is some S such that∑

i∈S πi ≤ wu(S). The reverse inequality is also implied because π ∈ Core(N,wu), so∑
i∈S πi = wu(S).
For the specified reports, wû(S) = maxx∈X

∑
i∈S ûi(xi) ≥ maxx∈X u(x) +∑

i∈S− (ui(xi) − πi) ≥ wu(S) − ∑
i∈S− πi = π. Since the coalition value cannot

decrease as the coalition expands, wû(N − j) ≥ π. By definition of the coalition value
functions, wû(N − j) = wuj ,û−j(N − j).
Using theorem , j’s maximum payoff if it responds optimally and is favored

is wuj ,û−j(N) − wuj ,û−j(N − j) ≤ (π + πj) − π = πj. So, to prove that the specified
report profile is an equilibrium, it suffices to show that each player j earns πj when these
reports are made.
The reported value of the true efficient goods assignment is at least maxx∈X u(x) +∑
i∈N− (ui(xi) − πi) = w(N) − ∑

i∈N− πi = π. So, with the specified tie-breaking
rule, if the biddersmake the specified truncation reports, the selected goods assignment
will maximize the true total value.
Since the auction is core selecting, each bidder j must have a reported profit of at

least zero and hence a true profit of at least πj, but we have already seen that these
are also upper bounds on the payoff. Therefore, the reports form an equilibrium;

 Versions of this result were derived and reported independently by Day and Raghavan () and
by Milgrom (). The latter paper was folded into Day and Milgrom ().
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each bidder j’s equilibrium payoff is precisely πj, and the seller’s equilibrium payoff is
wû(N) − ∑

i∈N− πi = π. �

Minimizing incentives to misreport
....................................................................................................................................................................

Despite the similarities among the core-selecting mechanisms emphasized in the previ-
ous section, there are important differences among the mechanisms in terms of incen-
tives to report valuations truthfully. For example, when there is only a single good for
sale, both the first-price and the second-price auctions are core-selecting mechanisms,
but only the latter is strategy-proof.
To evaluate simultaneously all bidders’ incentives to deviate from truthful reporting,

we introduce the following definition.

Definition. The incentive profile for a core-selecting auction P at u is εP ={
εP

j (u)
}

j∈N−
, where εP

j (u) ≡ supûj
uj(fj(u−j, ûj)) − P

(
u−j, ûj, fj(u−j, ûj)

)
is j’s maxi-

mum gain from deviating from truthful reporting when j is favored.

Our idea is to minimize these incentives to deviate from truthful reporting, subject
to selecting a core allocation. Since the incentives are represented by a vector, we use a
Pareto-like criterion.

Definition. A core-selecting auction P provides suboptimal incentives at u if there is some
core-selecting auction P̂ such that for every bidder j, εP̂

j (u) ≤ εP
j (u) with strict inequality

for some bidder. A core-selecting auction provides optimal incentives if there is no u at
which it provides suboptimal incentives.

Theorem . A core-selecting auction provides optimal incentives if and only if for every u
it chooses a bidder-optimal allocation.

Proof. Let P be a core-selecting auction, u a value profile, and π the corresponding
auction payoff vector. From theorem , the maximum payoff to j upon a deviation is π̄j,
so themaximum gain to deviation is π̄j − πj. So, the auction is suboptimal exactly when
there is another core-selecting auction with higher payoffs for all bidders, contradicting
the assumption that π is bidder optimal. �AQ. symbol

here?

Recall that when the Vickrey outcome is a core allocation, it is the unique bidder-
optimal allocation. So, theorem  implies that any core-selecting auction that pro-
vides optimal incentives selects the Vickrey outcome whenever that outcome is in
the core with respect to the reported preferences. Moreover, because truthful report-
ing then provides the bidders with their Vickrey payoffs, theorem  implies the
following.
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Corollary. When the Vickrey outcome is a core allocation, then truthful reporting
is an ex post equilibrium for any mechanism that always selects the bidder-optimal
core.

Among the bidder-optimal core-selecting auctions, one particularly interesting set is
the class of minimum-revenue core-selecting auctions.

Definition. A core-selecting auction P(u,x) is a minimum-revenue core-selecting auction
if there is no other core-selecting auction P̂(u, x) such that

∑
j∈J P̂j <

∑
i∈J Pj.

Since the allocation x does not vary among core-selecting auctions, it is obvious from
the defining inequality that no other core-selecting auction can lead to a higher payoff
(and hence a lower price) for each bidder.

Lemma . Every minimum-revenue core-selecting auction P(u,x) is bidder optimal.

Theconverse of lemma  is not true in general. As a counterexample, let suppose there
are five bidders: J= .  Let each feasible Xj be a singleton; each bidder is interested in
only one package, a condition often called single-minded bidding. Further, letuj(xj) = ,
for all j, and let x, x,x, bemutually disjoint, while x = x ∪ x and x = x = x ∪ x.
For example, bidders could be interested in items from the set {A,B,C} with bundles of
interest {A}, {B}, {C}, {A,B} and {B,C}, respectively. For these parameters, bidders , ,
and  win their bundles of interest in the unique efficient allocation. But a valid bidder-
optimal rule may select payments (, , ) with total revenue of , while the unique
minimum-revenue solution is (, , ), confirming that not all bidder-optimal payment
rules minimize revenue within the core. To see that (, , ) is indeed bidder optimal,
note that any single or joint reduction in payment from that point will induce a blocking
coalition involving one or other of the losing bidders.
Since minimum-revenue core-selecting auctions are bidder optimal, they inherit the

properties of that larger class. The next theorem asserts that minimum-revenue core-
selecting auctions have an additional optimality property.

Theorem . If P̂ is a minimum-revenue core-selecting auction, then for any fixed u and
corresponding efficient allocation x:

P̂(u, x) ∈ arg minP
∑

i∈J
εP

j (u)

Proof. Again from theorem , we have a maximum possible gain from deviation given
by εP

j (u) = π̄j − πj for each bidder, which, given any fixed value-maximizing x, is equal
to Pj − P̄j. Thus, arg minp

∑
j∈J εP

j (u) = arg minP
∑

j∈J(Pj − P̄j) = arg minP
∑

j∈J Pj,
with the second equality following since P̄j is a constant with respect to P, and the main
result following by the revenue minimality of P̂. �

 Our counterexample has three winning bidders. There are no counterexamples with fewer than
three winners.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 robert day and paul milgrom

Connections to the marriage problem
....................................................................................................................................................................

Even though theorems – in this chapter are proved using transferable utility and do
not extend to the case of budget-constrained bidders, they do all have analogs in the
non-transferable utility marriage problem.
Consider theorem. Roth andPeranson () have shown for a particular algorithm

in the marriage problem that any fully informed player can guarantee its best stable
match by a suitable truncation report. That report states that all mates less preferred
than its best achievable mate are unacceptable. The proof in the original paper makes it
clear that their result extends to any stablematchingmechanism, that is, anymechanism
that always selects a stable match.
Here, in correspondence to stable matching mechanisms, we study core-selecting

auctions. For the auction problem, Ausubel and Milgrom () showed that the best
payoff for any bidder at any core allocation is its Vickrey payoff. So, the Vickrey payoff
corresponds to the best mate assigned at any stablematch.Thus, the auction andmatch-
ing procedures are connected not just by the use of truncation strategies as best replies
but by the point of the truncation, which is at the player’s best core or stable outcome.
Theorem  concerns Nash equilibrium. Again, the known results of matching theory

are similar. Suppose the participants in the match in some set SC play non-strategically,
like the seller in the auction model, while the participants in the complementary set
S, whom we shall call bidders, play Nash equilibrium.Then, for a bidder-optimal stable
match,  the profile at which each player in S reports that inferiormatches are unaccept-
able is a full-information Nash equilibrium profile of every stable matching mechanism
and it leads to that S-optimal stable match. This result is usually stated using only men
or women as the set S, but extending to other sets of bidders using the notion of bidder
optimality is entirely straightforward.
Finally, for theorem , suppose again that some players are non-strategic and that

only the players in S report strategically.Then, if the stable matching mechanism selects
an S-optimal stable match, there is no other stable matching mechanism that weakly
improves the incentives of all players to report truthfully, with strict improvement for
some. Again, this is usually stated only for the case where S is the set of men or the set
of women, and the extension does require introducing the notion of a bidder-optimal
match.

Corrections and other related literature
....................................................................................................................................................................

The original paper on which this chapter was based (Day and Milgrom, ) claimed
an additional theorem about revenue monotonicity of the minimum-revenue core-

 This is defined analogously to the bidder-optimal allocation.
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selecting auction, namely, that the seller’s revenueweakly increases as bid values increase
or alternatively as additional bidders enter the auction. This claim later proved to be
erroneous.This error was brought to our attention in independent contributions by Ott
() and Lamy (). Beck and Ott () give necessary and sufficient conditions
to characterize revenue-monotonic core-selecting auctions and find the ones with the
best incentives in that set.
To illustrate the failure of revenue monotonicity in a revenue-minimizing core-

selecting mechanism, consider the following simple example. Let bidders , , and 
each bid  on a single item of interest (say A, B, and C, respectively) and let bidder
 bid  on {A,B} while bidder  bids  on {B,C}. Bidders , , and  win in the
efficient allocation, while the presence of losing bidders  and  dictates core constraints
on the winning bidders’ payments as follows: bidders  and  must pay at least 
in total, and bidders  and  must pay at least  in total. The unique minimum-
revenue solution is for bidders , , and  to pay , , and , respectively. But if
bidder  were to increase her bid to , the unique set of payments becomes , ,
, and the seller’s revenue has dropped from  to  following a  bid increase by
bidder . Intuitively, though bidder ’s payments count only once from the perspec-
tive of the seller, they help to satisfy two core constraints at once, in contrast to the
payments of bidders  and . If we consider further bid increases by bidder , we see
that she need not pay any more than , illustrating eventual revenue invariance under
increases in a truncation strategy—a property first described by Day and Cramton
().
Despite the non-monotonicity of some core-selecting auctions, this class continues to

be studied and applied in practice. Goeree and Lien () demonstrate revenue weak-
nesses of core-selecting auctions under Bayes–Nash equilibrium in a limited setting,
while related work of Rastegeri, Condon, and Leyton-Brown () provide impossibil-
ity results for revenue monotonicity under a variety of assumptions. In a more positive
stream, Erdil and Klemperer () introduce refined rules for core-selecting auctions
tomitigate incentives for small deviations (as opposed tomaximal incentives to deviate,
treated in theorems  and ). Some of the strongest support for core-selecting auctions
in the more recent literature is given by Othman and Sandholm (), who introduce
envy-reduction auction protocols that result in core outcomes.Day andCramton ()
also demonstrate an envy-reduction result, that truncation strategies result in envy-free
outcomes in core-selecting auctions.

Conclusion
....................................................................................................................................................................

Our study of core-selecting auctions was motivated both by their practical interest and
by their relations to stable matching mechanisms. The evidence from case studies and
from the Kagel–Roth laboratory experiments, which shows that participants are quick
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to stop using certain unstablematchingmechanisms but that stablemechanisms persist,
has usually been understood to be applicable in general to matching mechanisms. But
there is no obvious reason to accept that as the relevant class.The usual theoretical argu-
ments about the continued use of a mechanism distinguish core-selecting mechanisms
from other mechanisms. That applies equally for auctions and matching problems, and
the failure to reject the narrower theoretical hypothesis is also a failure to reject the
broader one.
Despite the theoretical similarities between auction and matching mechanisms, sta-

ble matchingmechanisms formulti-item applications have so far beenmore extensively
used in practice. It is possible that this is about to change.The two complexity challenges
that are posed by core-selecting auctions—computational complexity and communica-
tions complexity—are both being addressed in research and in practice.
The computations required by core-selecting auctions are, in general, much harder

than those for matching, and computational tractability for problems of an interesting
scale has only recently been achieved. Indeed,Day andRaghavan () showed that the
computational complexity of finding core outcomes is equivalent to the complexity of
the corresponding efficient allocation problem, and is thus NP-hard in the most general
case. The implementation of core-selecting auctions is limited primarily by our ability
to solve larger and larger NP-hard problems, or to find reasonable application-specific
restrictions on bidding that make the problem tractable. And efforts are being made to
find just such restrictions. For example, the core-selecting European spectrum auctions
to date have each described its sets of objects in ways that made for comfortably small
optimization problems, which can be solved relatively quickly on a desktop computer.
The issue of communications complexity can be highlighted with some simple arith-

metic. In an environment with N items for sale, the number of non-empty packages
for which a bidder must report values is N − . That is unrealistically large for most
applications if N is even a small two-digit number. For the general case, Segal ()
has shown that communications cannot be much reduced without severely limiting the
efficiency of the result.
But communication complexity need not definitively rule out core-selecting pack-

age auctions. In many real-world settings, the auctioneer can simplify the problem by
limiting the packages that can be acquired or by engaging in conflation, according to
which similar items are treated as if they were identical (Milgrom, ). An auctioneer
may know that radio spectrum bands must be compatible with international standards,
or that complementarities in electricity generation result from costs saved by operating
continuously in time,minimizing time lost when the plant is ramped up or down, or that
a collection of airport landing rights at :–: can be conflated without much loss
with rights at :–: or :–:. And for some classes of preferences, such as the
case where goods are substitutes, substantial progress on compact expressions of values
has already been made.  Practical designs that take advantage of such knowledge can
still be core-selecting mechanisms and yet can entail compact reporting by bidders.

 Hatfield and Milgrom () introduced the endowed assignment valuations for this purpose.
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The class of core-selecting auctions includes the pay-as-bid “menu auction” design
studied by Bernheim and Whinston (), the ascending proxy auction studied by
Ausubel and Milgrom () and Parkes and Ungar (), the assignment auction
introduced in Milgrom (a,b), and any of the mechanisms resulting from the core
computations in Day and Raghavan (), Day and Cramton (), or Erdil and
Klemperer (). Several of these are the very minimum-revenue core-selecting auc-
tions that continue to be proposed for high-stakes applications.
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Introduction
....................................................................................................................................................................

BHP Billiton produces approximately  of the world’s diamonds from its Ekati mine

AQ. No
references at
all in this
chapter. Is
that okay?
Also, none of
the figures
had legends.

in the Northwest Territory, Canada. These rough stones are then sold through various
channels, primarily in Antwerp, Belgium. This chapter discusses the previous sales
process and analyzes the transition to the current (auction) sales process. We address
both the spot market and a longer-term market intended to capture a premium for
supply regularity.
Three problems with the previous sales process (described in the third section of this

chapter) were: () an excessive reliance on the price book for pricing, () the limited
ability of customers to express preferences for quantities and types of stones, and ()
failure to capture a competitive premium for supply regularity. These shortcomings
suggest that the allocation of stones may not have been best, and the pricing of the
output may not have been competitive.
Beginning in January , we worked with BHP Billiton to develop and implement

a simple auction approach to improve the assignment and pricing of the mine’s out-
put. The auction follows the same sales cycle as before and a similar bundling of the

 The market design project discussed in this chapter grew from a long collaboration with BHP
Billiton. We thank the many talented BHP Billiton staff who collaborated with us on every phase of this
project. Special thanks to Alberto Calderon for initiating the collaboration, to Gordon R. Carlyle and
Christopher J. Ryder for leading the design phase, and to Martin H. Leake for leading the successful
implementation.
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stones into a set of nineteen “deals” (products) grouped by size, color, and quality. The
difference is that the auction lets the customers compete directly for quantity using
either a uniform-price auction or an ascending-clock auction. Both auction formats are
simple market mechanisms, commonly used to find the value-maximizing assignment
and competitive prices of the goods. By putting the diamonds in the best hands, BHP
Billiton better satisfies the needs of its customers and improves sales revenues from the
Ekati mine. Customers focus on their business and being more competitive, rather than
on efforts to please the producer to receive a more favorable allocation.
To provide supply regularity, a term auction is offered periodically in which cus-

tomers bid a differential to the spot price for each deal for terms of one year or more.
An ascending-clock auction was chosen to foster price and assignment discovery. This
enables each customer to build a portfolio of quantity commitments across the deals.
Each customer pays the same price premium or receives the same discount for locking
in supply and demand long term for a particular deal.
Finally, two or three times a year, large stones are sold in a simultaneous ascending-

clock auction, called a specials auction. Each lot is a single stone or a group of stones of
like size, color, and quality. The ascending-clock format is used, since price discovery is
especially important for these exceptionally rare and valuable stones.
Educating customers to the new approach was an important step in the transition.

Some resistance was experienced from regular customers. Resellers, especially, felt they
had the most to lose if the inefficiencies of the previous process were eliminated. BHP
Billiton carefully managed customer relationships during the transition, and developed
support for the approach. The main advantage is to customers with high values. These
customers find it easier to acquire both the type and quantity of stones they desire.
The new approach combines many aspects of the previous sales process with well

tested and understood auction methods. Most importantly, the new approach is a more
transparent and market-responsive sales mechanism. Customers express their prefer-
ences directly and credibly through their bids in competitive auctions. The transition
was carefully managed to gradually introduce new methods and build customer sup-
port. The transition entailed little risk because the demand side for rough stones is
competitive. Individual customers do not benefit by boycott or exit, since there aremany
other manufacturers and resellers that desire to be BHP Billiton customers. Moreover,
it will be BHP Billiton’s best customers—those with high values—who benefit the most
from the new approach, since these customers are able to win the quantities and types
of stones they most desire.

Empirical evidence of the success
of the approach

....................................................................................................................................................................

Vivid evidence of the success of transparent auctions is seen by comparing rough dia-
mondprice indices from several public sources.This is done in Figure . for the period
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figure .. Price index for rough diamonds, –. Sources: BHPBillitonCustomerReport
; Harry Winston Investor Presentation September ; Rio Tinto Diamonds and Minerals
 September ; Botswana Financial Statistics September , tab .: RoughPrices.com.

–. To make the indices comparable, each index has been scaled so January 
= . Notice that all the indices are about the same in , before the introduction
of auctions. Then, in , BHP Billiton introduced transparent auctions. After that,
BHP Billiton becomes the price leader. The other indices either lag behind the BHP
Billiton index by one month (Harry Winston, operating a modified sight system with
market pricing, or RoughPrices.com) or are typically belowBHPBilliton (Rio Tinto and
Botswana, operating traditional sight systems). Importantly, the revenue advantage of
our approach is even greater when one recognizes that most of BHP Billiton sales are at
a price premium above the BHP Billiton API.The price premium is set at term auctions
(about one per year) in which customers lock in quantity shares for particular categories
of stones. Typically the price premium is – of the API.
Consistent with the traditional sales approach of De Beers, the Botswana price index

is much flatter. For most of the five years it is significantly below the BHP Billiton index,
suggesting a significant revenue loss by Botswana. The exception is the late  to late
, during the global financial crisis, when the Botswana index is significantly above
the others. However, in this period BHP Billiton was able to sell the entire output of
Ekati and had revenues well above De Beers, which markets the Botswana diamonds,
despite its much smaller size—a high price is of little value if it results in few sales.
Overall, the transparent auction methodology has provided superior returns for BHP
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Billiton and served as an important benchmark for price discovery for the market as
a whole.

A brief history of the diamond industry
....................................................................................................................................................................

BHP Billiton is the fourth largest source for rough diamonds. De Beers currently has
about  of the market. ALROSA (Russia, ) and Rio Tinto (Australia, ) are the
other two large producers of rough diamonds. Market demand is highly fragmented;
there are over , potential customers for rough diamonds.
Until the s, De Beers controlled the vast majority of the market and established

its structure. In the s, Cecil Rhodes started consolidating control of the major dia-
mondmines which at that timewere all located in SouthAfrica. In the late s, Ernest
Oppenheimer took control of De Beers and established a central selling organization
called the Diamond Corporation.
The Diamond Corporation offered rough diamonds to each customer in a box that

would contain an assortment of rough diamonds picked by De Beers for the individual
customer.Thebox had to be accepted or rejected as a package. If the boxwas rejected,De
Beers might not invite the customer back for some years, if ever. De Beers priced these
boxes at below its estimate ofmarket prices, but varied price and quantity to smooth
price changes and to reward or penalize behavior. A customer found to be buying
diamonds coming from outside the cartel might be penalized by being offered a box
with poor-quality goods at high prices. The message, which was sometimes reinforced
verbally, was stop cheating on the cartel or be excluded from the direct benefits of it.
De Beers organized the demand side of the market in this way to restrict the supply

of polished diamonds. Manufacturers and resellers had strong incentives to continue to
participate in the cartel. How the rough diamonds were allocated to customers was less
important to De Beers than ensuring that overall supply was restricted and demand was
growing.
Customers did their best to convince De Beers that they should get additional quan-

tity and higher quality.This was challenging because all customers wantedmore supply.
Competition focused on gaming the opaque De Beers allocation process and staying in
favor. One possible result of this gamingmight have been the high number of customers.
Over the years, De Beers had to cope with discoveries in Russia, Zaire, and Angola,

which it did by including these new players in its cartel. In the s and s, De
Beers faced challenges as some mines in Zaire and Australia elected to sell directly to
customers. This was the advent of open competition in the supply of rough diamonds.
De Beers stopped restricting the supply of the stones that these mines specialized in,
resulting in a steep price drop.This was effective in getting Zaire to rejoin the cartel, but
others stayed independent.
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In , when the Ekati diamondmine in Canada was opened, BHP Billiton adopted
many of the practices that were customary in the industry, but did not join the De Beers
cartel. In , BHP Billiton began offering portions of its supply by sealed tender. In
, BHPBilliton began sellingmore than half of its supply by ascending-clock auction
and the rest in sealed-bid uniform-price auctions. This revolution in market pricing
has benefited BHP Billiton and its best customers. The approach has performed well
throughout the global financial crisis. The auction approach enabled BHP Billiton to
quickly adjust to competitive market prices. This allowed it to keep sales volumes high
when prices fell. In early , BHP Billiton increased revenues while De Beers’ revenue
fell. Customers were allowed to bid for long-term supply contracts for the goods they
wanted. Now, more producers are considering the BHP Billiton model—a model of
pricing and assigning diamond supply in a transparent competitive process.

Outline of the previous BHP Billiton
sales process

....................................................................................................................................................................

Like De Beers and other producers of rough diamonds, BHP Billiton had a proprietary
price book that was used in setting prices. The output from the Ekati mine is sold on
a five-week cycle, ten times per year. Each shipment is roughly  million, excluding
large stones (“specials”), which are grouped for two or three sales per year. The rough
diamonds are sorted by size, quality, and color into about , price points—each with
a price per carat in the price book.The diamonds are then grouped into about nineteen
deals. Each deal is an aggregation of closely related price points. There are about 
price points in each deal.
About  of the total quantity, in value terms, was removed for Northwest Territo-

ries () test polishing and direct sales to retailers (). The remaining stones were
sold in regular (), elite (), and tender and window () channels. Each of the
deals was split into parcels, where each split was a representative sample of the deal.
There were eight regular customers. Each received about ten parcels per cycle and

paid the total price for all parcels, based on the price book. This was the invoice price
and was the only price that the regular customer saw.
There were between two and four splits of each deal for the regular customers. This

was done to get comparable market feedback. Feedback was the actual or estimated
sales price reported for each parcel by the regular customers. Reports were received
after about ten days. Feedback impacted the price book and whether the regular cus-
tomer was dropped. BHP Billiton targeted a long-run customer margin of a few percent
in setting the price points. Deal-level price information was hidden from customers
to avoid cost-plus feedback, in which the customers simply reported, say,  more
than cost.
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Elite customers were like regular customers (indeed three of nine were regular cus-
tomers), except they paid a premium over the price book. The premium was bid for a
two-year period. Unlike regular customers, elite customers could reject the goods. On
average, the elite customers paid significantly more than the price book.
About twenty parcels were tendered, each valued at about ,–,.There

was a secret reserve price based on the price book.The bidder examined some subset of
the parcels, and submitted a sealed bid on each desired parcel within twenty-four hours
of viewing. Viewing typically took about three hours. Parcels receiving bids above the
reserve price were awarded to the highest bidder at the price bid. Tender sales were
several percent above the price book. Window sales, which were negotiated, also were
about several percent above the price book. Tender and window sales were by invitation
only. Consistently poor performerswere not asked back. Bidders learned the high bid on
lots they bid on provided they won at least one parcel; otherwise, they learned nothing.
A final source of price information was from the sale prices of polished stones. BHP

Billiton polished and sold some of the stones in the Canada Mark program.The rough-
to-polished data provided valuable information for the pricing relationships in the
price book. Sales to customers based in the Northwest Territory were priced at market
prices. A premiumwas charged as the deals were tailored for polishing in the Northwest
Territory.

Problems with the previous sales process
....................................................................................................................................................................

There were four problems with the previous sales process.
First was the heavy reliance on the price book to set price. It was difficult for BHP

Billiton to know if it was getting the best price.This problemwas somewhatmitigated by
using several methods to adjust the price book: () regular customer feedback, () elite
bids, () tender and window sales, and () outcomes for polished stones. Still there was
a potential gaming problem of the regular customer feedback. A customermight under-
report in the hope that doing so would lead to better prices in the future. Alternatively,
a customer might overreport in the hope of getting more goods in the future. Entry and
exit from the regular channel provided a relatively weak and discontinuous incentive
for truthful feedback. Regular customers were only rarely swapped out. Moreover, the
criteria for becoming and remaining a regular customer were unclear.
The second problem was that customers, especially regular customers, had little

means of expressing preferences for stones—in terms of either quantity or type. BHP
Billiton fixed quantities for regular customers. There was little means to ensure that the
goods were going to the right parties.
The third problem was that BHP Billiton failed to capture a premium for the supply

regularity that its regular customers enjoyed.
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A fourth problem was the complexity and non-transparency of the sales process.The
incentives in each of the main channels were complex. Bidders wanting more quantity
had to participate in more channels—or even demerge to become two customers—
rather than directly expressing larger demands. The process lacked transparency, espe-
cially in the regular channel, where BHP Billiton set both prices and quantities.

A spot market in which customers bid
directly for quantity

....................................................................................................................................................................

We now consider a market in which bidders directly express preferences for various
quantities. We begin with a spot market to be held at each cycle. This is the cornerstone
of the newly introduced market. Under this approach, the diamonds are awarded to the
highest bidders at market prices. The approach is simpler than the previous sales pro-
cess. Most importantly, it creates value by seeing that the diamonds are put in the hands
of customers with the highest values. In addition, customers can limit quantity risk—
the possibility of winning more or less than desired—first, through a complementary
long-term market and, second, through their bidding strategies in the spot market. In
this way, BHP Billiton canmaximize the value to its customers and thereby the revenues
from the Ekati mine’s output.
First consider a single deal. All customers for the deal compete together.This includes

all the regular and elite customers, as well as many other customers withmembership in
the Responsible Jewellery Council. A representative split or sample of the deal, typically
between a twelfth and a sixth, depending on the particular deal, is put in a parcel for
viewing. Bidders know how many splits there will be for this deal (e.g. seven) and how
they will be divided between the term and spot market (e.g. four splits in term and three
in spot). The viewing parcel is selected carefully to be the most representative of the
entire deal. Each customer views the parcel and then submits a bid schedule, indicating
its demand for the deal with one or more price–quantity pairs. Price is the price per
carat (e.g. /ct). Quantity is the number of splits desired (e.g. two splits) with price
adjusted for quality based on the price book (e.g. a discount of . for a split of slightly
lower quality than the viewing parcel). Each customer has a maximum quantity for the
deal: three splits for deals with five or more splits in the term market, or two otherwise.
There are a number of possible auction formats within this structure. We describe

three: the uniform-price auction, the pay-as-bid auction, and the ascending-clock
auction.

Uniform-price auction

The auctioneer aggregates all the bid schedules to form the aggregate demand curve, as
shown in Figure ..
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figure .. Price (P) versus demand (Q) in a uniform-price auction.

The aggregate demand is then crossed with the supply curve. The intersection of AQ: I’ve
added
captions here
and below as
none were
supplied –
please check
and change as
necessary.

supply and demand determines the market clearing price, as shown in Figure ..
All bids above the clearing price win and pay the clearing price. Quantity for a bid at

the clearing price may be subject to a random tie break, so the total sold equals .
In addition, bidders are aware that the quality and quantity won may vary by a few
percent due to the discrete nature of the product sold. Finally, the supply curve reflects
the reserve price or, more generally, the desire of the seller to postpone sales if prices are
too low. Goods not sold in the current auction, as a result of the supply curve, are sold at
later auction prices oncemarket prices exceed the reserve price. In the event that supply
and demand intersect over a range of prices, the clearing price is the highest such price;
in the event that supply and demand intersect over a range of quantities, the clearing
quantity is the largest such quantity.
Figure . gives an example focusing on two bidders, blue and red. The table on the

left gives the aggregate demand curve, as well as the bids of blue and red. On the right,
we see that the demand curve intersects with supply at . Both bidders’ higher bids
are accepted in full. Blue’s lower bid at  is “on the margin.” It is partially accepted

Price

Quantity

Supply

Demand (bids)

100%

Clearing price

Reserve price

figure .. Price versus quantity in a uniform-price auction.
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Price

Quantity

Supply

Demand

100%

$560

Reserve price

Clearing price

$475

Winnings
35% Blue
25% Red

P Σ Q Q Bidder

>575 <40% Other

$575 65% 25% Blue

$570 90% 25% Red

$560 105% 40% Blue

$555 120% 40% Red

<550 >120 Other

figure .. Two bidders, blue and red, in a uniform-price auction.

(rationed), resulting in winnings of  for blue and  for red. Both pay /carat
for their shares, appropriately adjusted for quality differences.
The uniform-price auction is the most common method for selling a divisible good.

In this setting, the use of the price book to adjust splits for quality makes the deal a
divisible good.
The frequent use of the uniform-price auction stems from its many desirable prop-

erties. Absent market power, each bidder has the incentive to bid its true demands, and
the resulting assignment maximizes the total value of the goods. In the long-run, such
an outcome should maximize BHP Billiton’s revenue from the mine.
Bidders like the fact that they do not ever pay more than the market price for the

quantity won. Moreover, uniform pricing lets the bidder better manage quantity risk.
The bidder can bid its full value, knowing that it will be required to pay only the clearing
price. In this way and through the long-term market, the bidder guarantees that it wins
its desired minimum quantity. Both the bidders and BHP Billiton benefit from this
reduction in quantity risk.
When bidders have market power, the uniform-price auction has incentives for

demand reduction, causing each bidder to bid less than its true demand. The result is
lower auction revenues and reduced auction efficiency. However, given the competitive
market structure on the demand side, this is unlikely to be a problem, and in any
event the reserve price provides substantial protection both from demand reduction
and collusion.

Pay-as-bid auction

The most common alternative to the uniform-price auction is the pay-as-bid auction.
The only difference between the two is the pricing rule. In a pay-as-bid auction, all bids
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Price

Quantity

Supply

100%

Clearing price

Reserve price Demand (bids)

figure .. Price versus quantity in a pay-as-bid auction.

above the clearing pricewin, but the bidder pays its bid for any quantity it wins, as shown
in Figure ..
At first glance, it may appear that the pay-as-bid auction generatesmore revenue than

the uniform-price auction, since the bidder pays its bid, which is at least as high and
typically higher than the clearing price. This, however, is not the case. The pricing rule
greatly impacts the bidding behavior. Figure .shows typical bid curves for a bidder,
with the true demand shown as the thinner straight line to the right. Under pay-as-bid
pricing (curved line), the bidder guesses the clearing price and tries not to bid much
above it. Under uniform pricing, the bidder bids closer to its true demand, although the
bidder does increasingly shade its bid for larger quantities, optimally taking account of
its impact on price.

Price

Quantity

True 
demand

Clearing price Pay-as-Bid

Uniform-Price

figure .. Typical bid curves in pay-as-bid and uniform-price auctions.
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As a result, revenues may be either higher or lower with pay-as-bid pricing than
with uniform pricing. Despite a vast theoretical, empirical, and experimental literature,
results comparing revenues under these two pricing rules are decidedly ambiguous.
What is known is that quantity risk is much greater under pay-as-bid pricing, whereas
price risk is greater under uniform pricing. The reason is that the aggregate demand
curve under pay-as-bid pricing is much flatter than under uniform pricing. As a result,
with pay-as-bid pricing a modest change in a bidder’s bid price can have a large impact
on the quantity the bidder wins.
To reduce quantity risk, the pay-as-bid auction can be extended to include price-taker

bids. These bids are awarded in full at the average sales price that is bid competitively.
With this extension, customers can guarantee minimum quantities, as in a uniform-
price auction.
There is some experimental evidence that, in repeated auction contexts, like this one,

pay-as-bid pricing is more vulnerable to collusion, because the bidders have a stronger
incentive to coordinate on a price, and thereby reduce the amount of money “left on the
table”—the amount bid in excess of the clearing price.
In , the US Treasury switched from pay-as-bid pricing to uniform pricing, after

many years of study.The switch wasmotivated from the pay-as-bid auction’s vulnerabil-
ity to the “short squeeze,” where one bidder attempts to corner themarket of a particular
product. The short squeeze is not an issue here, since short sales are not allowed, the
BHP Billiton sales are only a fraction of the total market, and a cap was imposed on
how much each customer can win of each deal (–).
Finally, the uniform price rule has more resilient efficiency in the face of highly

variable pricing such as that experienced during the recent financial crisis. The pay-
as-bid auction provides a strong incentive to use ex ante expectations to try to guess the
final price. If the final price is far from expectation, the goods will go disproportionately
to the best guessers as opposed to the customers who value the goods the highest. The
uniform-price auction continues to achieve high efficiency in this circumstance and
there is little advantage to being a good guesser.

Ascending-clock auction

In recent years, thanks in part to the power of the Internet, it has been common to sell
divisible goods using an ascending-clock auction. This is simply a dynamic version of
the uniform-price auction. Rather than submitting a demand curve at a single time,
the bidder submits demands over a sequence of rounds. The auctioneer announces
a low starting price and the bidders respond with the quantity desired at that price.
If there is excess demand, then the auctioneer raises the price and the bidders again
respond with their demands at the higher price. The process continues until there is no
excess demand. Each bidder then wins its bid quantities at the clearing price, just as in a
uniform-price auction. The “clock” is simply the price, which ascends until supply and
demand balance, as shown in Figure ..
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Price

Quantity

Supply

DemandClock
Reserve price

Excess
Demand

100%

Clearing price

figure .. Price versus quantity in an ascending-clock auction.

The clock auction has all the advantages of the uniform-price format, but, in addition,
allows for better discovery of the market price via iterative feedback. Price discovery is
often important in contexts like this one in which there is common uncertainty about
the value of the goods, and each bidder is estimating value.
To promote price discovery, there is an activity rule that prevents a bidder from

increasing its demand as prices rise after an initial few rounds. Bidders can maintain
or decrease their quantities only as prices rise. Thus, each bidder must bid in a manner
consistent with a downward-sloping demand curve.
Clock auctions of this sort can be conducted in a matter of one to four hours over

the Internet. A technique called intra-round bids typically is used to retain most of the
advantages of a continuous price clock, and yet allow the auction to be conducted in,
say, six to ten rounds.
A bidder, especially if it desires only a small quantity, may prefer to submit all its bids

at one time. Such “proxy bidding” is accommodated easily, guaranteeing that bidders
will not be discouraged from participating as a result of a lengthy (or overnight) bidding
process. In particular, this allows a bidder to enter bids all at the start, if the bidder does
not wish to take advantage of price discovery. A few bidders choose to bid in this simple
way.
Collusion is mitigated by the reserve price and an information policy that limits the

bidder’s information to the aggregate demand at the end of each round. In particular,
bidders do not learn the quantity bid by individual bidders and do not learn the identity
of the other bidders for particular deals during the auction.

Handling multiple deals

It is straightforward to extend the single-deal format to nineteen deals.
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With the sealed-bid methods (uniform-price and pay-as-bid), the bidder simply
submits bid schedules for each of the deals. With multiple deals, quantity risk may be
more of a factor, especially if all deals are auctioned simultaneously. This would favor
uniform pricing, which lets the bidder better manage the quantity risk. For example,
the bidder can guarantee winning a desired minimum quantity of each deal by bidding
a high price—and being a price-taker—for this minimum quantity.
Withmultiple deals, the dynamic auction is conductedwithmultiple price clocks, one

for each deal. The auctioneer announces a price for each deal, and the bidder responds
with the quantity desired for each deal. Given the limited importance of complements
in this setting, it makes sense to use a simple implementation. After an initial switching
phase where customers can bid on any deal, each deal is treated as an independent, but
simultaneous, sale. This means that monotonicity of bids is enforced deal by deal, and
each deal closes independently. Independent closing limits substitution across deals,
but a simultaneous ascending auction with limited switching still gives each bidder the
ability to dynamically bids for a desirable portfolio of diamonds across all deals. This
provides much greater flexibility than is allowed with the static methods. Bidder budget
constraints are also much better managed.
The sealed-bid method has one important drawback, which is mitigated in the

dynamic auction. Bidders are forced to decide which deals to bid on before seeing how
many other bidders have decided to bid on the same deal. This can result in many
bidders competing for some deals and few bidders competing for others. In the dynamic
auction, the initial switching phase where customers can freely switch among deals
resolves the coordination problem inherent in the sealed-bid method. The switching
phase allows bidders to equalize competition across all deals, improving the efficiency
of the auction. Both BHP Billiton and its customers benefit from the improved pricing
of the dynamic auction with an initial switching phase.

What if demand curves are not downward sloping?

Some have argued that customer demand curves for diamonds are upward sloping,
so that all or most customers will bid for the maximum quantity. We were suspicious
that this perception of upward-sloping demand curves was an artifact of the previous
system, in which regular customers were getting too small a quantity at too low a price.
These regular customers were thus arguing for more quantity and providing reasons
why they needed more quantity in the hope that they would get more. We suspected
that as soon as customers could bid directly or the prices rose, we would observe the
familiar downward-sloping demand curve. Typically, once a minimum sufficient scale
is reached, dealers will have diminishing marginal value for additional quantity, for
the simple reason that opportunities for using the stones will be ordered from best to
worst, and the dealer will exploit the best opportunities first.The solution implemented
forced customers to express either flat or downward-sloping demands. Very rarely did
customers express flat demands. We infer that customers’ previous willingness to pay
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more for higher quantity was a consequence of prices being below competitive market
prices and the sales quantity being less than the quantity demanded.

Adjusting the price book

The price book is used in two ways.
First, it is used to account for quality differences in a split of a deal. For this use, only

the relative price factors are relevant, such as the percentage price difference between an
eight-carat and nine-carat stone, holding color and quality constant. It would be possible
to periodically ask customers to give feedback on these relative price factors. Truthful
responses should be expected, since bidder risk is reduced if the quality adjustments bet-
ter reflect the bidder’s true preferences. BHP Billiton could then update and potentially
disclose the relative price factors based on the feedback. (These can also be estimated
based on deal composition and prices bid.)
Second, the price book is used for setting reserve prices in the auction. For this

purpose, the absolute price level is relevant. The price book can be adjusted with each
cycle in a similar manner as it was adjusted using the previous sales process. However,
greater weight can be placed on the recent auction outcomes.

Maintaining customer diversity and avoiding collusion

Collusion, both tacit and explicit, is sometimes a problem in situations where the same
buyers compete on a repeated basis, as is true here. Explicit collusion is a concern given
that the vast majority of customers are located within  km of the center of the diamond
district in Antwerp and are likely to be personally known to each other.
Onemeans of guarding against collusion ismaking sure there is a sufficient number of

customers and that the customer pool is sufficiently diverse. Ideally, customers would
come from several geographic locations, several ethnic groups, and several company
structures. The upper limit on a customer’s share in the deal (e.g. ) is the primary
method of ensuring that there is a sufficient number and diversity of customers and
manageable credit risk. If these means prove inadequate, then targeted marketing is
used to attract desirable buyers.
The rough diamond industry is conducive to diversity, with many ethnicities and

nationalities present in the diamond district. There are many customers based in Bel-
gium, India, Israel, the Netherlands, and South Africa. The high number of customers,
many of whom are fierce competitors in the polished market, makes it less likely that a
collusive cartel will develop. Historically, there has been little need for a customer cartel.
De Beers provided a below-market price to all of its customers. Rather than pushing De
Beers further below market prices by forming a cartel, customers pushed to expand
quantity with De Beers, perhaps by lobbying and gaming reports to De Beers. Some
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families have several companies, one per brother. This outcome may be an artifact of
De Beers allocating quantity by customer qualifications.
The reserve price is an essential instrument to mitigate collusion. It does this by

limiting the maximum gain from engaging in collusive activity. At the same time, it
mitigates the harm from successful collusion.
There is a code of conduct that clearly spells out that any discussions about bidding

strategy with other bidders is forbidden and is illegal under competition laws. Such
discussions would be grounds for exclusion from the current and possibly any future
auctions.
A final instrument to mitigate collusion is the information policy—what bidder’s

learn during the bidding process. Limiting information often enhances competition in
repeated auctions. Thus, rather than reporting prices and winning shares at the end of
each auction, it is better to only report prices. Similarly, in the clock implementation it
is better to report only prices and aggregate demand at the end of the round, rather than
all the individual bids.
Physical facilities for securely viewing the parcels limited how much the customer

pool could be expanded, which might have limited the effectiveness of recruiting to
expand the customer pool and to target specific kinds of buyers. Noting that viewing
rooms were a scarce resource led to tighter management of the resource to allow more
customers to use it. Low-volume customers were asked to view during off-peak times.
This allowed an expanded customer base to make collusion more difficult and for BHP
Billiton to benefit from more robust competition and a broader range of private values.
The auctions provide valuable information for customer selection and the allocation

of scarce viewing time. Customers are ranked based on the value they add. Poor per-
formers are removed from the customer pool.

Auctioning large stones

Large stones (of seven carats or more), “specials,” are auctioned separately, in indepen-
dent auctions several times a year. The specials auctions attract the attention of the
market participants even though these stones represent less than  of the revenue
from the Ekati mine.
Depending on the size and quality, the stones are auctioned as individual stones

or bundled with similar stones. A simultaneous ascending-clock auction is used in
the specials auctions. Price discovery is particularly important for these stones, given
their rarity and value. The ascending-clock process also lets the bidders better manage
portfolio needs and budget constraints. Finally, by using the same approach as the term
auction, the customers are able quickly to become familiar with the auction format.
Five specials auctions have been run to date, with extremely high demand at the start

of each auction due to the low starting prices (below the reserve prices). In the first
auction, demand averaged more than ten customers at the starting prices for each of
forty parcels.
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To enhance customers’ ability to value large stones, a recent innovation is to include a
DVD that includes a three-dimensional image of the stone and the data required by cut-
optimization software. This allows the customer to see all imperfections and determine
the optimal cut, and thereby get an excellent estimate of the polished outcome.

Further bundling or unbundling

For continuity, a similar deal and price point structure from the previous sales process is
used today. Some changes were made in the deal structure in order to have critical mass
for the spot and term markets. The bundling of about , price points into about
nineteen spot and sixteen term deals is an effective structure in the auction market.
“Illusion” is sometimes mentioned as a reason for bundling. It is apparently effective

because larger bundles tend to go unsold less often because reserve pricing errors
sometimes offset. Furthermore, if two parcels are auctioned separately and one does
not sell, it is common for the unsold parcel to subsequently sell at a reduced price in
a negotiated sale following the tender. This is a rational market response. The fact that
the parcel failed to sell in a tender is bad news about its value (those who inspected
it were unwilling to bid more than the reserve price). Subsequent customers should
value the parcel at less. This, however, does not mean that bundling the two parcels
would raise seller revenue. Whether to bundle depends more on the heterogeneity of
bidder demands. Less bundling can provide more transparency and better matching
in situations of sufficient demand heterogeneity. Viewing times and costs may also be
reduced with effective bundling.
Bundling does simplify the auction and reduce transaction costs. Technology can also

lower some transaction costs. For example, the fourth specials auction had over fifty
parcels. Customers interested in twenty-five of themmight have to type quickly to enter
all of their bids during the auction round. Labor-saving devices such as proxy bidding
and displaying only those parcels a customer is still bidding on allow the auction to still
be run in a few hours.
Our suspicion is that less bundling, not more, may be better.

Spot market composition
....................................................................................................................................................................

The regular, elite, and tender/window were combined into one auction sale. A uniform-
price auction was used in the initial years, although clock auctions are being used for
more stones over time and are contemplated as an approach for all stones in the future.
Both approaches are commonly used, are well understood, and are well suited to the
setting.
Among the sealed-bid methods we prefer the uniform-price auction to the pay-as-

bid auction and this was selected. Uniform pricing provides better incentives to bid
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true values, especially given the competitive market structure we anticipate. It also is
easier for the customer to guarantee a desired minimum quantity. With this approach,
customers get the benefits of quantity certainty on whatever quantity for which they
wish to be price-takers. In addition, customers like the fact that they do not overpay the
market clearing price on any quantity won. Uniform pricing has greater price variation
across cycles than pay-as-bid pricing. However, given the fairly liquid market for rough
stones and the use of a reserve price, we do not expect this greater price variation to be
a problem.
The best alternative to the uniform-price auction is the ascending-clock auction.

The clock auction is similar to the uniform-price auction, but has several additional
benefits. In particular, themultiple-round approach of a clock auction provides valuable
price discovery, and it allows bidders to better manage budget constraints and quan-
tity risk. It is especially desirable when bidders care about the particular portfolio of
stones won.
The clock auction is slightly more difficult to implement and entails slightly higher

participation costs for the bidders. It takes about three hours to conduct the clock
auction with fifty price clocks for a specials auction. In the spot market, the additional
benefits of the clock auction may not exceed these extra costs when the market is less
volatile. Work is ongoing to develop auction technology to allow a faster ascending
auction for the spot market. A shorter clock auction will have somewhat less price and
assignment discovery than the longer specials auction, butmore thanwith the uniform-
price auction. The clock auction does allow bidders to raise their bid if they are losing,
somarket feedback is immediate.This is important, especially when diamond prices are
more volatile.
Both recommended approaches build on the previous approach, through the use of

deals to bundle many related price points. This greatly facilitated the transition to the
auction market.
A challenge for the clock auction was that it might be perceived by some customers

as too dramatic a change. This was one of the reasons to begin with the uniform-price
auction for the spot market, and then transition to a clock auction as needed, once
customers are comfortable with the auction process. Switching from the uniform-price
to the ascending-clock is a natural and modest step.
The critical assumption for the auction approach is that a bidder can examine a

representative sample of the deal and bid on that, knowing that what it receives may
be somewhat different than the sample it inspected, with a price adjustment based on
the price book. This works fine provided the viewing parcels are representative of the
deal, and care is taken in making sure that the parcels created for winning bidders are
also representative of the viewed parcel to the extent possible.Thus far, the approach has
worked well. The assumption seems modest, when compared to the De Beers approach
of being presented with a take-it-or-leave-it offer for a parcel of stones selected by
De Beers.
The big difference between the auction methods and the previous sales process is

that with the auction approach the customers compete directly for quantity and pay the
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market price for any quantity won. With the previous process, competition for quantity
is much less direct and much more complex. The auction approach does a much better
job of putting the diamonds in the hands of those customers best able to use them.
In addition, the pricing under the auction approach better reflects competitive market
prices. The improved assignment and pricing of diamonds under the auction approach
appears to translate into higher sales revenues for BHP Billiton and allows the best
customers to expand.
Risk of collusion is another issue to address in the auction market. Our conclusion

was that a well designed and implemented auction market would be less susceptible to
collusion than the previous system, especially the reliance on the price book. Thus far,
our conclusion appears sound.There have not been any instances of collusion observed.

A long-term market to foster regularity
of supply

....................................................................................................................................................................

Customers value regularity of supply. An important question is how one can create value
by enhancing supply regularity.
After considering durations from six to thirty-six months, BHP Billiton decided to

hold an auction to sell eighteen-month term supply contracts. The contracts are for a
particular percent of each deal in each of the fifteen cycles during the eighteen months.
An ascending-clock auction was used, with a different clock (price) for sixteen deals,
one for each deal. Bidders bid the quantity (number of splits) they desire for each of
the deals, given the price, which is a percentage of the spot price. The auction is started
at a discount to the spot price, such as . Each clock price is raised until supply and
demandbalance. As described earlier, a uniform-price auction is used in the spotmarket
to assign and price the residual portion of each deal that is not sold in the term auction.
The term auction was open to an expanded group of potential customers, rather than

restricted to a set of regular customers. For each customer, there is an upper limit on
quantity in each deal of two or three splits, representing – of available long-term
supply for that deal or – of total supply for that deal. Deals that allow a higher
percentage to be won by one bidder are deals that represent a smaller absolute amount
of money. The number of splits for each deal is closely correlated to the expected total
sales price for all splits in the deal.
The motivation for using an ascending-clock format for the term auction is that it

allows the customers over the course of the auction to build a desirable portfolio of deal
quantities, given the observed premiums over spot prices. The auction was conducted
in four hours (an hour longer than expected, since prices exceeded expectation). An
alternative design would use the uniform-price auction; however, we believe that the
extra price and assignment discovery of the ascending clock was helpful to bidders in
the term auction, given that each term auction allocated much more value than each
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spot or specials auction. Extra price and assignment discovery was especially important
in early auctions, where there was more uncertainty.
To illustrate how a customer builds a portfolio of quantities thatmakes sense given the

prices for each deal, imagine there are three deals (A, B, and C) up for auction. Suppose
A and B are substitutes for the bidder, and that C complements the A or B purchase.
Then, during the clock auction, the bidder can begin bidding for both A and B, and
then reduce its purchase of the one with the larger premium. Similarly, as the premium
for C increases, the bidder can reduce its demand for C as well as A and B.
Under this approach, themine’s output, excluding the portion set aside for theNorth-

west Territories and the large specials stones, is sold in two markets: a term market,
which offers regular supply at a premium above spot, and a spot market. The division
between these two markets depends on the customers’ preferences for regular supply
and the requirement to preserve critical mass for spot sales. A substantial premium for
regular supply was observed. For each deal, as high an amount as possible was selected
that would still preserve critical mass for the spot market price to be meaningful.
Around – of supply of each deal was provided to the long-term market, except
for three deals with insufficient supply, which went solely to the spot market.
Since the term contracts may be at a premium over the spot price, it was essential

that the bidders have confidence in the spot market. This requires transparency in
conducting the spot market. The spot market was run for a period of time, until the
customers gained confidence that it was producing reasonable prices.
The term contracts are similar to the elite channel, except the contract is must-take—

the customer does not have the option of rejecting its share of the deal unless the spot
market fails to produce a price. Each bidder knows that it is committed to purchasing
its particular percent of the deal at the market-clearing price premium.
It is natural to ask why a customer would bid a premium over the spot price. Could

the customer not achieve supply regularity in the spot market simply by bidding high
for its desired quantity? Then it would get the quantity but not pay a premium above
spot. The answer is subtle and has to do with commitment. The term supply contract
commits the bidder to winning a particular fraction of the deal in each cycle, regardless
of the spot price. This commitment puts the customer in a desirable position relative to
others competing for supply, and thereby reduces quantity risk. However, the advantage
is limited, and indeed may be negative if customers care more about price risk than
quantity risk. Our sense, however, is that quantity risk is the primary concern, and,
therefore, we expected and saw a clearing price premium for most of the deals. The
premium was of the order of –. This is a large premium, about the same as BHP
Billiton’s estimate of its customer profit margin.
Even if the premium falls in the future, BHP Billiton should not be discouraged if the

price premium is zero or negative formany deals. A zero price premiumwould result if a
sufficient number of customers believed that they could successfully purchase stones in
the spotmarket. In this case, BHP Billiton has successfully reduced its own quantity risk
by selling a portion of its supply forward. We expect the premium to trend downward
as customers become more expert on bidding in the spot and term markets.
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Forward contracts often have the advantage of improving the performance of the spot
market by reducing incentives for the exercise of spot market power. However, the term
contracts discussed here, since they base the price on the spot price, do less on this score.
Large winners of term contracts still have an incentive to reduce demands in the spot
market, since the spot price is determining the price paid for the entire quantity, not just
the spot quantity. Nonetheless, the contracts do limit how much a customer can reduce
its demands. Hence, market power and collusion are somewhat improved by the term
contracts, but both market power and collusion remain important problems to watch.
BHP Billiton guarded against this by expanding the number of customers allowed to bid
in the spot to encourage competition even if no term customers bid in the spot auction.
The term market provides supply regularity that is valuable not just to customers

but to BHP Billiton as well. Customers with long-term commitments have a greater
incentive tomake investments that enhance the value of themine’s output. BHP Billiton
shares in the value created from these investments. In turn, BHP can conduct long-term
planning on the value of increasing mine production which the customers will benefit
from.

Transition
....................................................................................................................................................................

As anticipated, the regular customers reacted negatively to change, since they enjoyed
purchasing at prices that were somewhat below competitivemarket prices.This reaction
took the form of lobbying BHP Billiton to criticize the plan, talking down the plan—
even predicting disaster.Many of these criticisms focused on a reduction in loyalty, price
transparency reducing intermediary profit, and the effectiveness of auctions at achieving
better prices, driving customers out of business.
Nonetheless, new customers and some regular customers were strongly in favor of

the new approach. These customers were able to obtain more supply without lobbying
or setting up new entities. Large expanding customers especially liked the ascending
auction, as it allows tailoring of a supply portfolio during the auction as prices evolve.
Due to the fragmented nature of rough-diamond demand, it is likely in BHP Billiton’s

long-term interest to encourage industry consolidation. It will becomemore difficult for
customers to profit from pricing inefficiency, which will put pressure on customers to
innovate or merge. This will be especially true if De Beers’ member countries turn to
market methods to allocate a portion of their production among their customers.
BHP Billiton’s careful attention to customer needs allowed it to maintain good rela-

tionships with its regular customers through the transition. Vigorous discussion with
customers synthesized improvements in contract terms that helped both BHP Billiton
and its customers. Some of these contract terms became viable only in the presence of a
competitive market. For example, BHP Billiton provided a six-month contract with two
six-month options to continue buying at the same price.This would have been a difficult
option to price if BHP Billiton had to do so unilaterally. A competitive auction allows



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

auctioning rough diamonds 

the market price to be discovered so that BHP Billiton need not be overly cautious in
offering a favorable contract to customers.
Favorable contract terms help customers reframe their relationship with BHP Bil-

liton. Customers no longer benefit from pursuing zero-sum bargaining over contract
terms. Competition raises the market price to reflect the value of contract changes.
Customers can focus on lobbying only for changes that create value, such asminimizing
overall risk and figuring out which party is best suited to shoulder it.
To gradually get customers comfortable with the approach, the first term auction,

in September , was limited to a handful of deals. This was a full-scale test of the
approach for the deals offered, since the entire deal was sold under the new approach.
The gradual approach also allowed some fine-tuning based on experience. To avoid
“gaming of the experiment,” the subset of deals utilizing the new approach represented
a significant fraction of the total value of mine production.
One issue requiring ongoing study is how best to set reserve prices to manage col-

lusion, revenue risk, and other factors. This has been especially important during the
global financial crisis.
The key to a successful transition was careful development and then education of

customers. For regular customers, moving from the classic De Beers approach, in which
both the price and the assignment are set by the seller, required some gearing up. One
way to ease the transition was to start with the uniform-price auction for the spot
market, and then switch to the clock auction only if needed and after the customers had
gained experience with the auction approach. BHP Billiton instituted a comprehensive
education campaign involving both large-group and small-group training sessions and
practice auctions.
For the term market, we found that customers prefer and BHP Billiton benefits from

the use of the ascending-clock auction. Given the higher stakes of the term market, we
found that greater price and assignment discovery was well worth the slightly higher
implementation cost.
In making these recommendations, we assumed that the demand-side for rough

stones was competitive. We have found no evidence to the contrary. This assumption is
supported by the fact that BHP Billiton’s initial steps away from the De Beer’s model—
the elite, tender, and window sales—were not met with customer revolt. A competitive
demand side means that BHP Billiton cannot be harmed by the boycott or exit of an
individual customer. There are many potential manufacturers and resellers that desire
to become BHP Billiton customers.

Results
....................................................................................................................................................................

BHP Billiton successfully ran spot sales every cycle for over a year and held two or three
ascending auctions per year for large stones. BHP Billiton had a surprisingly good result
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Table 13.1. BHP Billiton term auction, February 2009

Aggregate demand∗/supply
Round Average start price (percent of SMCP) Deals sold/deals (splits)

1 95.00% 0/16 222/81
2 95.56% 0/16 142/81
3 96.06% 0/16 137/81
4∗∗ 97.06% 0/16 232/81
5 98.06% 0/16 213/81
6 98.94% 2/16 196/81
7 99.94% 2/16 167/81
8 101.25% 6/16 131/81
9 102.26% 7/16 103/81
10 102.77% 12/16 90/81
11 103.02% 14/16 84/81
Final 103.03% 16/16 81/81

∗ Aggregate demand at the beginning of the round except for round 1, where it is at the end of the
round.
∗∗ This reflects the final opportunity for customers to increase demand.

for its transition term auction in September  for approximately  of annual mine
output, with prices  higher than expected.
In February , BHP Billiton held a term auction for  of Ekati mine production

(Table .), with the balance to be auctioned in the spotmarket.The auction concluded
successfully. All eighty-one splits in sixteen deals were sold. The price was an average
of  of the spot market clearing price (SMCP) for terms of six, twelve or eighteen
months at the option of the winner. The auction result was consistent with competi-
tive bidding. The  average price exceeded the expectations of BHP Billiton. The
quantity result was also impressive, especially in the middle of a massive financial crisis.
All splits of all deals selling is counter to an industry trend of lower volume sold and
indicates a growing market share for BHP Billiton.
Actual aggregate demand going into round  was —nearly three times supply,

which is consistent with a competitive auction.The  price premium above spot prices
also suggests a competitive auction.
On the day after the auction, February , , the headline of a business story in

theNew York Timeswas “Diamond Sales, and Prices, Plunge.”This was a tough time for
an auction, but the approach did well despite the challenges. Fortunately, the ascending-
clock auction is excellent at establishing—or re-establishing—confidence in a difficult
market.
Many factors contributed to the success. The value proposition of a term contract

pegged to the spot price is clearly excellent, with the auction exceeding price expecta-
tions. The addition of options for the customers to extend a minimum six-month term
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to twelve or eighteenmonths improved the value of the contract to the customers further
to offset the dismal market sentiment. Better utilization of client rooms allowed twice
as many customers as in the previous term auction—and several times the number of
regular customers under the prior approach. Customers were also targeted based on
spot bidding profiles to enhance competition across all deals.
An excellent value proposition, targeting of new customers who have interest in

specific deals, high visibility to potential customers, a simple auction design with a good
implementation, excellent training, documentation, and outreach to prevent technical
and conceptual issues getting in the way of bidding all helped facilitate this superb
outcome.

Conclusion
....................................................................................................................................................................

In thinking about a new sales process, it is helpful to reflect on whyDe Beers established
the rather peculiar institution where customers are given a sack of stones and told
the price. De Beers needed this tight control of both price and assignment as it was
developing the market for diamonds in the first hundred years of the industry. The
approach was made possible by the near monopoly position of De Beers.
Today, the diamond market is well established. Large but non-dominant sellers like

BHP Billiton do not benefit from the De Beers approach. Rather BHP Billiton benefits
from getting the stones into the hands of those that value them the most. For this to
happen, a more market-responsive sales method was needed.
We worked with BHP Billiton to develop and implement auction methods to replace

several of the previous sales channels for the Ekati diamonds. The auction approach
does a better job of assigning and pricing themine’s output. Customers compete directly
in simple auctions. In this way, the diamonds are allocated to the customers with the
highest values, and the prices paid reflect current market conditions.The auctions allow
each customer to express preferences for various quantities and types of stones, and find
the value-maximizing assignments. Prices are competitively determined,withmuch less
reliance on the price book. The extra value created from the better assignment of the
stones results in higher sales revenues for BHP Billiton.
Spot auctions are held ten times per year and currently use a uniform-price format.
To foster supply regularity, the approach includes an auction for term supply. A

customer desiring a supply commitment of up to eighteen months bids a percentage
differential to the spot price for the quantity of each deal it desires. An ascending-clock
auction allows each customer to build a portfolio of supply commitments across deals
that best meets its needs, and pays the market-clearing price premium. By satisfying
demands for supply regularity, BHP Billiton further enhances the revenues it achieves
from its Ekati mine, resulting in a premium of – above the spot market price in two
successive term market sales.
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Large stones also are sold two or three times per year in specials auctions. An
ascending-clock auction is used to better facilitate the discovery of market prices, and
allow bidders to manage portfolio and budget constraints.
The auction approach rewards BHP Billiton’s best customers and keeps them focused

on their business and being competitive.
A key benefit of the approach is transparent pricing consistent with market funda-

mentals.The approach has proven robust to the global financial crisis, which has rocked
the diamond industry. Both prices and quantities have exceeded expectation.
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Introduction: ending rules
and last-minute bidding

....................................................................................................................................................................

There is no need for ending rules in simple textbook auctions.The reason is that there is
no time dimension in sealed-bid auctions, and dynamic auctions are typically modeled
as clock auctions, where “price clocks” determine the pace of the bidding. In practice,
however, the pace of bidding is often determined by the bidders themselves, so rules that
specify when bidding ends are needed Simultaneous auctions for spectrum licenses, for
instance, often end after there has been no bid on any license in a given bidding round.
Internet auctions, however, are typically run in real time, not in rounds, and bidders do
not continually monitor the auctions. The simplest rule for ending such auctions is a
fixed end time (a “hard close”), as employed by eBay. Auctions run on other platforms
such as those formerly run by Amazon, which operated under otherwise similar rules,
were automatically extended if necessary past the scheduled end time until ten minutes
passed without a bid (a “soft close”). Yahoo auctions let the seller decide whether the
auction is hard or soft close. We note, however, that many of eBay’s competitors such
as Amazon and Yahoo do not offer auctions anymore. So, the studies reported in this

 We thank Dan Ariely, Gary Bolton, Ben Greiner, David Reiley, and Karim Sadrieh for having
worked with us on Internet auctions. Ockenfels thanks the German Science Foundation (DFG) for
financial support through the Leibniz program and through the research group “Design & Behavior”;
Roth thanks the NSF.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 axel ockenfels and alvin e. roth

30%

40%

50%

60%

70%

80%

90%

100%

60 55 50 45 40 35 30 25 20 15 10 5 0

%
 o

f s
ub

m
itt

ed
 la

st
 b

id
s

minutes before auction ends

eBay-Computers eBay-Antiques Amazon-Computers Amazon-Antiques

figure .. Cumulative distributions over time of auctions’ last bids (Roth and Ockenfels,
).

chapter that compare behavior in eBay, Amazon and Yahoo auctions were lucky that
there were such similar auctions that differed in their ending rules.

A striking property of bidding on eBay is that a substantial fraction of bidders submit
their bids in the closing seconds of an auction, just before the hard close, while there
is almost no late bidding on Amazon-style auctions. Based on a study by Roth and
Ockenfels (), Figure . shows the empirical cumulative probability distributions
of the timing of the last bid in each auction for a sample of  eBay and Amazon
auctions of antiques and computers with a total of , bidders. The timing of bids
in Amazon is defined with respect to the initially scheduled deadline, which, with its
soft close, can differ from the actual closing time.

Figure . shows that there is significantly more late bidding on eBay than on Ama-
zon. For instance,  of eBay computer auctions and  of eBay antiques auctions

 In , Brown and Morgan () conducted field experiments on eBay and Yahoo, and found
evidence that behavior was inconsistent with equilibrium hypotheses for coexisting auction sites. They
concluded that the eBay–Yahoo market was in the process of tipping. Yahoo shut down its North
American auction website on June , . In order to simplify our exposition, we will nevertheless
use the present tense when we talk about Amazon and Yahoo auctions. We also remark that Google’s
and Yahoo’s auctions of online ads are always accepting bids, and so do not need ending rules. For
general surveys of online auction and in particular eBay research, see Bajari and Hortasçu (),
Lucking-Reiley (), Ockenfels et al. (), Hasker and Sickles (), and Greiner et al.
(forthcoming).

 This presentation may lead us to overestimate the extent to which Amazon bidders bid late, which
would only strengthen our comparative results (see Roth and Ockenfels, ). We also note that in our
 study – one of the earliest on eBay – we collected the data by hand, which accounts for the small
sample sizes; modern studies of eBay use millions of auctions as data. However, the results were clear
and subsequently replicated by many other groups.
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in our sample have last bids in the last five minutes, compared to about  of both
Amazon computer and Amazon antiques auctions that have last bids in the last five
minutes before the initially scheduled deadline or later. The pattern repeats in the last
minute and even in the last ten seconds. In the  eBay auctions,  have bids in the
last minute and  in the last ten seconds. In the Amazon auctions, on the other hand,
only one bid arrived in the last minute. Figure . also indicates that within eBay,
bidders bid later on antiques than on computers.
This chapter surveys the literature on how the rules for ending an auction can explain

these different bidding dynamics, across online platforms and product categories, and
how they impact price discovery and auction outcomes, both in theory and in practice.

Last-minute bidding in theory
and practice

....................................................................................................................................................................

The basic setting: eBay’s dynamic second-price auction
and the risk of late bidding

One of the attractions of Internet auctions is that buyers do not all have to gather at the
same place to participate, so that sellers can use Internet auctions to sell even relatively
lowvalue items to a potentially wide audience. However, the size of the market would
be limited if all potential bidders had to be online at the same time, and for this reason
most auctions are conducted over a period of days, often a week. To make it simple for
bidders to participate in a weeklong auction, without having to be constantly vigilant,
or to be online at the close of the auction, most Internet auction houses make available
a simple kind of software bidding agent; eBay calls it “proxy bidding.”
On eBay bidders are asked to submit maximum bids (called “proxy bids”) and

explains that “eBay will bid incrementally on your behalf up to your maximum bid,
which is kept secret fromother eBay users.”That is, once a bidder submits his “maximum
bid,” his resulting bid registers as the minimum increment above the previous high bid.
As subsequent proxy bids by other bidders come in, the bid of the bidder in question
automatically rises by theminimum increment until the secondhighest submitted proxy
bid is exceeded (or until his own maximum is exceeded by some other bidder). At the
end of the auction, the bidderwho submitted the highest proxy bidwins the object being

 Unlike offline auctions, which typically last only a few minutes, Internet auctions such as those on
eBay, Yahoo, and Amazon last many days. Lucking-Reiley et al. () and Gonzales et al. ()
observed that longer auction durations on eBay tend to attract more bidders and lead to higher prices.
Lucking-Reiley et al. () reported that while three-day and five-day auctions yield approximately the
same prices on average, seven-day auction prices are approximately  higher and ten-day auctions
are  higher. Gonzales et al. () observed that the change in the final sales price achieved by
extending the auction from three to ten days is about ..
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auctioned and pays a price that is a small increment above the secondhighest maximum
(proxy) bid.

To understand the bidding behavior that the proxy bidding system elicits, it will help
to first consider how different the auction would be if, instead of informing all bidders
about the bid history at each point of time during the auction, the auctionwere a second-
price sealed-bid auction (in which nobody is informed about the proxy bids of other
bidders until the auction is over). Then, the proxy bidding agent provided by eBay
would make incremental or multiple bidding unnecessary. Suppose for instance that
your maximum willingness to pay for an antique coin auctioned on eBay were .
Then, bidding your maximum willingness to pay in a second price sealed bid auction
is your dominant strategy, i.e., you can never do better than by bidding  (Vickrey,
).
The economics of secondprice auctions are explained by eBay to its bidders along

these lines, and it extends the conclusion to its own auctions, inwhich bids are processed
as they come in:

eBay always recommends bidding the absolute maximum that one is willing to pay
for an item early in the auction. . . . If someone does outbid you toward the last
minutes of an auction, it may feel unfair, but if you had bid your maximum amount
up front and let the Proxy Bidding system work for you, the outcome would not be
based on time.

The underlying idea is, of course, that eBay’s bidding agent will bid up to the maximum
bid only when some other bidder has bid as high or higher. If the bidder has submitted
the highest proxy bid, he wins at the “lowest possible price” of one increment above the
next highest bid. Thus, similar to the second-price sealed-bid auction described earlier,
at the end of the auction a proxy bid wins only if it is the highest proxy bid, and the
final price is the minimum increment above the secondhighest submitted proxy bid,
regardless of the timing of the bid. As we show later, however, proxy bidding does not
necessarily remove the incentives for late or incremental bidding in these secondprice
auctions in which bids are processed as they come in, nor do bidders behave as if they
thought it did.
An important institutional detail of eBay is that there are risks in last-minute bidding.

As the time it takes to place a bidmay vary considerably because of, for example, Internet
congestion or connection times, last-minute bids have a positive probability of being
lost. In a survey of seventy-three bidders who successfully bid at least once in the last
minute of an eBay auction,  replied that it happened at least once to them that they
started to make a bid, but the auction was closed before the bid was received (Roth
and Ockenfels, ). Humans and artificial agents do not differ in this respect. The
online sniping agent esnipe.com admits that it cannotmake sure that all bids are actually
placed:

 In case two bidders are tied for the highest bid, the one who submitted it first is the winner. In the
following analyses we will assume for simplicity that the price increment is negligibly small. Ariely et al.
(), for instance, provide a formal analysis that includes the minimum increment.
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We certainly wish we could, but there are too many factors beyond our con-
trol to guarantee that bids always get placed. While we have a very good track
record of placed bids, network traffic and eBay response time can sometimes
prevent a bid from being completed successfully. This is the nature of sniping
(<http://www.esnipe.com/faq.asp>)

However, although this danger creates an incentive not to bid too late, there are also
incentives not to bid early in the auction, when there is still time for other bidders to
react, to avoid a bidding war that will raise the final transaction price. In particular,
we identified three important and distinct kinds of bidding wars: bidding wars with
like-minded late bidders; those with uninformed bidders who look to others’ bids to
determine the value of an item; and those with incremental bidders Roth and Ockenfels
( ) and Ockenfels and Roth (, ) offer detailed game theoretic analyses of
the following illustrations for late and incremental bidding strategies, field evidence for
strategic late bidding, and examples.

Bidding late to avoid bidding wars with like-minded bidders

Bidding late can be the best response to the late bidding strategies of like-minded bid-
ders. As an example, suppose you are willing to pay up to  for an antique coin, and
there is only one other potential bidder whom you believe also has a willingness to pay
about . If both of you submit your value early, you will end up with a secondhighest
submitted proxy bid of about  implying a price of about . Thus, regardless of
whether you win or not, your earnings (calculated as your value minus the final price if
you are the winner, and zero if you are the loser) would be close to zero.
Now consider a strategy that calls for a bidder to bid  at the very last minute and

not to bid earlier, unless the other bidder bids earlier. If the other bidder bids earlier,
the strategy calls for a bidder to respond by promptly bidding his true value. If both
bidders follow this strategy and mutually delay their bids until the last minute, both
bidders have positive expected profits, because there is a positive probability that one of
the last-minute bids will not be successfully transmitted; in which case the winner only
has to pay the (small) minimum bid. However, if a bidder deviates from this strategy
and bids early, his expected earnings are (approximately) zero because of the early price
war triggered by the early bid.Thus, following the last-minute strategy, expected bidder
profits will be higher and seller revenue lower thanwhen everyone bids true values early.
Ockenfels and Roth () develop a game theoretic model of eBay and prove, in an

independent privatevalue environment, that mutual late bidding can constitute equilib-
rium behavior. Early bids are modeled for simplicity as taking place at times t on the
half open interval (,), while late bids happen at time t = . Thus there is always time
to follow an early bid with another bid, but late bids happen simultaneously, when it
is too late to submit a subsequent bid in response. Again for simplicity, early bids are
transmitted with probability , while late bids are successfully transmitted with some
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probability p that may be smaller than . In this model, the above argument shows that
it is not a dominant strategy to bid one’s true value early. Indeed, the argument shows
that it can be an equilibrium to bid late, even if p < .

Bidding late to protect information in auctions with
interdependent values

There are additional strategic reasons to bid late in auctions with interdependent values
(“commonvalue auctions”). As an example, suppose you are a dealer of antique coins
who can distinguish whether a coin is genuine or worthless. Suppose you identify an
antique coin auctioned on eBay as genuine and that yourmaximumwillingness to pay is
. Another potential bidder, however, is not an expert and, thus, cannot tell whether
the coin is genuine or worthless, but values a genuine coin higher than you, say at .
What should you do?
When values are interdependent as in this example, the bids of others can carry valu-

able information about the item’s value that can provoke a bidder to increase his will-
ingness to pay.This creates incentives to bid late, because by bidding late, less informed
bidders can incorporate into their bids the information they have gathered from the
earlier bids of others, and experts can avoid giving information to others through their
own early bids. Specifically, in the scenario described earlier, if the minimum bid is
positive and the probability that the coin isworthless is sufficiently high, the uninformed
bidder should not bid unless the expert submitted a bid earlier and, thus, signaled that
the coin is genuine. Bidding without such a signal from the expert would run the risk
of losing money by paying the minimum price for a worthless coin. Such conditional
bidding behavior of uninformed bidders creates, in turn, an incentive for experts to
submit the bid for a genuine item very late in order to, as esnipe.com puts it, “prevent
other bidders fromcashing in on their expertise” Last-minute bids donot leave sufficient
time for uninformed bidders to respond to and outbid experts’ bids. See Ockenfels and
Roth () for a simple game theoretic model and Bajari and Hortaçsu (), who
formalize this idea in an elegant symmetric commonvalue model.
As an illustration, Figure . displays the bid history of a completed auction that

gives reason to speculate that we might be seeing an expert protecting information.The
auction had only one bid, placed so late—five seconds before the deadline— that nobody
could respond.This is an antiques auction, and antiquesmight reasonably be expected to
have significant scope for asymmetric information among bidders as to the authenticity
and value of items. The bidder’s feedback number of  indicates that the bidder is
familiar with the rules and bidding strategies in eBay auctions because the bidder must
have completed at least  eBay auctions as a seller or a high bidder. Finally, the bidder’s

 That it is also not a dominant strategy to bid one’s true value late can be seen by supposing that any
other potential bidders are planning not to bid at all; now the fact that late bids have a positive
probability of not being transmitted makes it preferable to bid early.
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figure .. Late bidding to protect information.

ID is the email address of Lundy’s Lane Historical Museum in the City of Niagara Falls,
Canada, suggesting that the bidder is indeed likely to have special expertise on antiques
related to Niagara Falls, such as the one in this auction.
A related idea is formalized and tested by Hossain (). He analyzes a dynamic

second-price auction with an informed bidder and an uninformed bidder who, upon
seeing a posted price, learns whether his valuation is above that price. In the essentially
unique equilibrium, an informed bidder bids in the first period if her valuation is below
some cutoff and bids only in the last period otherwise. An uninformed bidder bids in
every period to optimally change the price unless the price is above his valuation or he
is the high bidder.

Bidding late to avoid bidding wars with incremental bidders

Lastminute bidding can also be a best reply to (naïve or strategic) incremental bidding.
To see why, put yourself in the place of the bidder described earlier, who is willing to
pay as much as  for an antique coin. Moreover, suppose that there is only one other
potential bidder, and that you believe that this bidder is willing to pay more than you
for the coin, say . This other bidder, however, bids incrementally, that is, he starts
with a bid well below his maximum willingness to pay and is then prepared to raise his
proxy bid whenever he is outbid, as long as the price is below his willingness to pay.
Last-minute bids can be a best response to this kind of incremental bidding because
bidding very near the deadline of the auction would not give the incremental bidder
sufficient time to respond to being outbid. By bidding at the last moment, you might
win the auction at the incremental bidder’s initial, low bid, even though the incremental
bidder’s willingness to pay exceeds your willingness to pay. As esnipe.com puts it:

A lot of people that bid on an item will actually bid again if they find they have
been outbid, which can quickly lead to a bidding war. End result? Someone probably
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figure .. Late bidding as best response to incremental bidding.

paid more than they had to for that item. By sniping, you can avoid bid wars.
(<http://esnipe.com/faq.asp>)

Figure . shows the bid history of an auction that ended on June   at ::
PDT. The history reveals that until : on the last day of the auction, just before the
eventual high bidder richardb submitted his bid, oguzhan was the high bidder.Then,
richardb became the high bidder, at a bid (well below his proxy bid) of ,, one
increment over the then secondhighest proxy bid of ,. With about five minutes
left, bidder adgatto placed a proxy bid of ,, and, finding that this was not a
winning bid, raised his bid twice in the next few minutes, without, however, becoming
the high bidder. Thus, it appears likely that if richardb had bid later than adgatto, and
too late for him to respond, he would have saved over ,, since adgatto would likely
have been satisfied to be the high bidder with his initial proxy bid.
There are two types of reasons for incremental bidding: strategic and non-strategic.

One non-strategic reason for incremental bidding is that bidders may not be aware of
eBay’s proxy system and thus behave as if they bid in an ascending (English) auction.
Another explanation is an “endowment effect,” as suggested by Roth and Ockenfels
() and Wolf et al. (), which posits that temporarily being the high bidder
during an auction increases the bidder’s value. Cotton () incorporates the idea
into a private-value, second-price auction model, and shows how it may drive both
incremental and late bidding. Still other authors refer to “auction fever” as another
potential explanation for incremental bidding (Heyman et al., ), or escalation of
commitment and competitive arousal (Ku et al., ).

 Observe that late bidding is not only a good strategy to avoid incremental bidding wars with other
emotional bidders, but may also serve as a self -commitment strategy to avoid one’s own bids being
affected by auction fever and endowment effects.
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Incremental bidding can also have strategic reasons. One of these strategies is shill
bidding by confederates of the seller in order to push up the price beyond the second-
highest maximum bid. Engelberg and Williams () demonstrate how shill bidders
may use incremental bids and eBay’s proxy-bid system to make bidders pay their full
valuations. Barbaro and Bracht (), among others, argue that bidding late may AQ.  in

ref. list.
protect a bidder from certain shill bidding strategies.
Also, according to a model by Rasmusen (), incremental bidding may be caused

by uncertainty over one’s own private valuation (see also Hossain, ; Cotton, ).
He argues within a game-theoretic model that bidders are ignorant of their private
values.Thus, rational biddersmay refrain from incurring the cost of thinking hard about
their values until the current price is high enough that such thinking becomes necessary.
This, too, creates incentives for bidding late, because it prevents those incremental
bidders from having time to acquire more precise information on their valuation of
the object being auctioned.
Another well known, rational reason for incremental bidding is that bidders may be

reluctant to report their values, fearing that the information they reveal will later be
used against them (see Rothkopf et al., ). While the highest maximum bid is kept
secret on eBay, it sometimes happens that the winner defaults and that then the seller
contacts the bidder who submitted the second-highest bid. If this bidder revealed his
value during the auction, the seller can make a take-it-or-leave-it offer squeezing the
whole surplus from the trade. By bidding incrementally, private information can be
protecte—but only at the risk that a sniper will win at a price below one’s value.
Finally, another direction for explaining late and multiple bidding is based on the

multiplicity of listings of identical objects, which may create incentives to wait until the
end of an auction in order to see how prices develop across auctions (see Budish, ,

AQ. Only a
 source is
listed in the
references.and our concluding section). Peters and Severinov () propose a model with simul-

taneously competing auctions and argue that late bidding is consistent with this model.
Stryszowska (a; see also b,c)models online auctions as dynamic, private-value,
multi-unit auctions. By submitting multiple bids, bidders coordinate between auctions
and thus avoid bidding wars. In one class of Bayesian equilibria, multiple bidding also
results in late bidding, even when late bids are accepted with a probability smaller than
. Wang () shows theoretically that in a twicerepeated eBay auction model, last-
minute bidding is in equilibrium and offers some field evidence for this. The models
support the idea that the incentives to bid late are amplified when there are multiple
listings of the same item.

 Anwar et al. () provide evidence suggesting that eBay bidders tend to bid across competing
auctions and bid on the auction with the lowest standing bid. Regarding substitution across platforms,
Brown and Morgan () provide evidence indicating that revenues on eBay are consistently –
higher than those on Yahoo, and that eBay auctions attract approximately two additional buyers per
seller than equivalent Yahoo auctions, suggesting that cross-platform substitution is out of equilibrium.
Two other studies (Zeithammer, ; Arora et al., ) of bidding behavior in sequential online
auctions do not address the issue of bid timing within a given auction. Vadovic () studies dynamic
auctions in which bidders “coordinate” who searches for outside prices and shows that bidders with low
search costs tend to bid late.
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Field evidence for late bidding

Thepreceding sections show that there are a variety of reasons for bidding very near the
scheduled end of an eBay auction, despite the risk that late bids may not be transmitted
successfully. It is a best response to naïve or strategically motivated incremental bidding
strategies, and can arise at equilibrium in both privatevalue and commonvalue auctions.
In fact, there is also plenty of field evidence for late bidding on eBay. The first evidence
comes from Roth and Ockenfels () and is illustrated in Figure ., and largely
confirmed by other studies. Bajari and Hortaçsu (), for instance, found that 
of the bids in their sample are submitted after  of the auction has passed. Anwar
et al. () noted that more than  of the bids in their eBay sample are submitted
during the final  of the remaining auction time. Simonsohn () reported that in
his sample almost  of all winning bids are placed with just one minute left in the
auction, and Hayne et al. (a,b) reported that bidding in the last minute occurs on
average in  of their sample of , auctions. Regarding the whole distribution of
the timing of bids, Roth and Ockenfels () and Namazi () observed that bid
submission times on eBay follow a power-law distribution with most bids concentrated
at the closing time.

However, the field evidence regarding the profitability of sniping is less robust. Using
eBay field data, Bajari andHortaçsu () could not statistically confirmwhether early
bids lead to higher final prices. Gonzales et al. () as well as Wintr () could not
find evidence that the distribution of final prices is different for winning snipes and
winning early bids on eBay. In a controlled field experiment, Ely and Hossain ()
found a small and significant surplus-increasing effect of their sniping in DVD auctions
as compared to early bidding. Gray and Reiley () also found somewhat lower prices
when the experimenter submitted the bid just ten seconds before the end of the auction
compared to when the bid was submitted several days before the end, although the
difference was not statistically significant here.

The design of the ending rule,
and why it matters

....................................................................................................................................................................

In this section, we show that the bidding dynamics are strongly affected by the ending
rule, which thus may influence revenues and efficiency. We also show that sniping in
hardclose auctions is likely to arise in part as a response to incremental bidding.

 There appear to be differences with respect to sniping frequencies across countries. Hayne et al.
(a) reported that in their sample bidding occurs in the last minute of an auction with, for instance,
 probability in the UK and . probability in Sweden. Shmueli et al. () observed that the
start of an auction also sees an unusual amount of bidding activity (see also Shmueli et al., ).
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Last-minute bidding in hard-close vs. soft-close Internet
auctions: field evidence

Amazon auctions are automatically extended if necessary past the scheduled end time
until ten minutes have passed without a bid. Although the risks of last-minute bidding
remain, the strategic advantages of last-minute bidding are eliminated or severely atten-
uated in Amazon-style auctions.That is, a bidder who waits to bid until the last seconds
of the auction still runs the risk that his bid will not be transmitted in time. However,
if his bid is successfully transmitted, the auction will be extended for ten minutes, so
that, no matter how late the bid was placed, other bidders will have time to respond.
Thus on Amazon, an attentive incremental bidder, for example, can respond whenever
a bid is placed. As a result, the advantage that sniping confers in an auction with a
fixed deadline is eliminated or greatly attenuated in an Amazonstyle auction with an
automatic extension (seeOckenfels and Roth, , for formal results along these lines).
The difference in late bidding between eBay and Amazon auctions is illustrated in

Figure .. It suggests that late bidding arises in large part from the rational response
of the bidders to the strategic environment. Non-strategic reasons for late bidding,
including procrastination, use of search engines that make it easy to find auctions
about to end, endowment effects, or management of bidding in multiple auctions in
which similar objects may be offered, should be relatively unaffected by the difference in
closing rules between eBay and Amazon.Moreover, Roth andOckenfels () observe
an interesting correlation between bidders’ feedback numbers and late bidding. The
impact of the feedback number on late bidding is highly significantly positive in eBay
and (weakly significantly) negative in Amazon. Similarly, Wilcox (), Ariely et al.
() and Borle et al. () also observed in both laboratory and field studies that
more experienced bidders snipe more often in an eBay environment than less experi-
enced bidders.  This shows that more experienced bidders on eBay bid later than less
experienced bidders, while experience in Amazon has the opposite effect, as suggested
by the strategic hypotheses. It seems therefore safe to conclude that last-minute bidding
is not simply due to naïve time-dependent bidding. Rather, it responds to the strategic
structure of the auction rules in a predictable way. In addition, since significantly more
late bidding is found in antiques auctions than in computer auctions on eBay, but not
on Amazon, behavior responds to the strategic incentives created by the possession of
information, in a way that interacts with the rules of the auction. 

 Borle et al. () found that more experienced bidders are more active toward both the start and
the end of the auction. Simonsohn () investigated the consequences of such lateness on the
strategic behavior of sellers. The idea is that because many bidders snipe, an auction’s end time is likely
to influence the number of bidders it receives. In fact, he found that a disproportionate fraction of
sellers set the end time of their auctions to hours of peak demand.

 Borle et al. () also found that the extent of late bidding observed on eBay varies significantly
across product categories. However, while they suggest that this variation can be an important step
toward constructing empirical measures of the extent of common/private values in online auctions, they
do not find evidence that the measures are correlated.
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Interpretation of such field data is complicated by the fact that there are differences
between eBay and Amazon other than their ending rules. For instance, eBay has many
more items for sale than Amazon, and many more bidders. Furthermore, buyers and
sellers themselves decide in which auctions to participate, so there may be differences
between the characteristics of sellers and buyers and among the objects that are offered
for sale on eBay and Amazon. Some combination of these uncontrolled differences
between eBay and Amazon might in fact be the cause of the observed difference in
bidding behavior, instead of the differences in rules. Experiments can control for such
complexities. Moreover, experiments can better control of the effect of experience, 

induce buyer and seller valuations and so easily allow observations of revenues and
efficiency, and can separate the multiple reasons for late bidding that may contribute
to the observed differences in bidding behavior on eBay and Amazon.
Ariely et al. () conducted experiments in a controlled laboratory private-value

setting, in which the only difference between auctions was the ending rule, to address
these issues. One of themajor design decisions in the experiment was to run all auctions
in discrete time, so that “bidding late” could be precisely defined without running into
problems of continuoustime decisionmaking such as individual differences in typing
speed, whichmight differentially influence how late some bidders can bid.  Specifically,
in all auctions, bidding was in two stages. Stage  was divided into discrete periods, and
in each period, each trader had an opportunity to make a bid (simultaneously). At the
end of each period, the high bidder and current price (typically theminimum increment
over secondhighest bid) were displayed to all. Stage  ended only after a period during
which no player made a bid. This design feature ensured that there was always time
to respond to a bid submitted “early” in the auction, as is the case on eBay and in
the theoretical models outlined in Ockenfels and Roth (). Stage  consisted of a
single period.The bidders had the opportunity to submit one last bid with a probability
p = . (in treatment eBay. and Amazon) or p =  (in treatment eBay). The eBay
auctions ended after stage . A successfully submitted stage- bid on Amazon, however,
started stage- bidding again (and was followed by stage  again, etc.). Thus, in the
Amazon condition, the risk of bidding late was the same as in the eBay. condition,
but a successful stage- bid caused the auction to be extended.

 The proxies for experience in the field data (feedback ratings) are imperfect, because feedback
ratings reflect only completed transactions, but not auctions in which the bidder was not the high
bidder. In addition, more experienced buyers on eBay not only may have more experience with the
strategic aspects of the auction, but may have other differences from new bidders; for example, they may
also have more expertise concerning the goods for sale, they may have lower opportunity cost of time
and thus can spend the time to bid late, or they may be more willing to pay the fixed cost of purchasing
and learning to use a sniping program.

 Because eBay and Amazon are online auctions, it would have been possible to conduct the auction
using precisely the eBay and Amazon interfaces, had that been desirable, by conducting an experiment
in which the auctions were on the Internet auction sites; for a classroom demonstration experiment of
this sort, in a common-value environment, see Asker et al. (). This would not have served the
present purpose as well as the discrete version described. In this respect, it is worth noting that what
makes an experimental design desirable is often what makes it different from some field environment,
as well as what makes it similar.
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The experiment replicated the major field findings in a controlled laboratory private-
value setting in which the only difference between auctions was the ending rule. Figure
. illustrates that there wasmore late bidding in the hard-close (eBay) conditions than
in the automatic-extension (Amazon) condition, and, as bidders gained experience,
they were more likely to bid late in the eBay conditions, and less likely to bid late in
the Amazon condition. Each of the three multi-period auction conditions started with
about  of bidders submitting stage- bids, but by trial , Amazon had only about
, eBay. had , and eBay had  late bidders.
The experiment also demonstrates that, ceteris paribus, “early” prices on Amazon

are an increasingly good predictor of final prices, whereas price discovery on eBay
became increasingly delayed (and frenzied). Figure . shows that stage prices are an
increasingly good predictor of final prices on Amazon (after bidders gained experience,
the stage- price reached more than  of the final price), whereas the opposite is true
on eBay. (about ) and eBay (less than ).
Regarding allocations, our data support the view that, in our eBay conditions, early

bidding does not pay: a bidder’s payoff is significantly negatively correlated with his own
number of stage- bids, while the corresponding coefficient for the Amazon condition
is not significant. Moreover, the Amazon condition is slightly more efficient and yields
higher revenues than the other conditions.This seems to reflect the fact that Amazon is
the only treatment in which low bidders always had time to respond to being outbid at
prices below values, eBay-bidders could only respond to stage- bids but not to stage-
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bids, and losers in sealedbid auctions never had the opportunity to respond to the bids
of other bidders.
As before, however, the field evidence is less clear. Brown and Morgan () and

Houser and Wooders () took advantage of the fact that Yahoo sellers are allowed
to choose whether to end the auction with a hard or a soft close. In both studies,
identical items were sold using both ending rules. However, none of these studies found
a significant effect of the ending rule on the amount of late bidding.  However, Houser
andWooders () observed—asAriely et al. () did in the laboratory—that, ceteris
paribus, hardclose auctions tend to raise less revenue than softclose auctions.
Simulation experiments by Duffy and Ünver () with artificial adaptive agents

who can update their strategies via a genetic algorithm, replicate these findings and
thus provide another robustness check.

Bidding wars and incremental bidding

As suggested in the section “Last-minute bidding in theory and practice” there can be
equilibria where all bidders submit only one bid late in the auction, even in purely
private-value auctions and even though this risks failing to bid at all. This kind of

 In a laboratory experiment, in which three sudden termination variants of hard close auction
(a.k.a. candle auction) were examined, Füllbrunn and Sadrieh (forthcoming) find that the extent of
late-bidding crucially depends on the first stage in which the probability of sudden termination is
greater than zero.
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equilibrium can be interpreted as collusion against the seller, because it has the effect of
probabilistically suppressing some bids, and hence giving higher profits to the successful
bidders. However, the model is generally rejected in favor of late bidding as a response
to incremental bidding.
In fact, there is robust evidence in both the laboratory and the field that incremental

bidding is common.Wilcox () indicates that the average bidder submits .– bids.
Ockenfels andRoth () report that  of bidders submit a bid at least twice. Among
these bidders, the large majority submit a new bid after being outbid. In particular, 
of the last bids of incremental bidders are placed after the previous bidwas automatically
outbid by eBay’s proxy bidding agent (i.e. by another bidder’s proxy that was submitted
earlier in the auction),  are placed after the previous bid was outbid by a newly
submitted proxy bid of another (human or artificial) bidder, and only  are placed
by the current high bidder (so that the current price is not changed). Bids per bidder
increase with the number of other bidders who bid multiple times in an auction, which
suggests that incremental bidding may induce bidding wars with like-minded incre-
mental bidders. In a regression study using eBay field data, Wintr () found that the
presence of incremental bidders leads to substantially later bids, supporting the view
that sniping is reinforced by incremental bidding. Ely and Hossain () conducted
a field experiment on eBay to also test the benefit from late bidding. They show that
the small gain from sniping together with some other patterns can be explained by a
model in which multiple auctions are run concurrently and a fraction of the bidders are
bidding incrementally.
Ockenfels and Roth () note that naïve English-auction bidders may also have an

incentive to comeback to the auctionnear to the deadline in order to checkwhether they
are outbid. However, the data indicate that among those bidders who submit a bid in the
last ten minutes of an eBay auction, one-bid bidders submit their bid significantly later
than incremental bidders. The data also reveal that bidders with a larger feedback score
tend to submit fewer bids per auction, suggesting that incremental bidding is reduced
with experience.This is in line with a study by Borle et al. () who investigatedmore
than , eBay auctions and found thatmore experienced bidders tend to indulge less
in multiple bidding. However, in a study by Hayne et al. (b) the bidders who sub-
mittedmultiple bids had a higher average feedback score than the average for all bidders.
Finally, Ariely et al. () investigated the timing of bids in their pure private-

value laboratory setting. They observed that early bids are mostly made in incremental
biddingwars, when the low bidder raises his bid in an apparent attempt to gain the high-
bidder status, while late bids are made almost equally often by the current high bidder
and the current low bidder. That is, late bids appear to be planned by bidders regardless
of their status at the end of the auction. Moreover, the amount of late bidding goes up
significantly when the risk of sniping is removed (in treatment eBay; see Figure .).
This indicates that the “implicit collusion” effect that results from the possibility of late
bids not being transmitted is not the driving force here. Overall, there is substantial
evidence from different sources showing that sniping arises, in part, as a best response
to incremental bidding.
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Discussion and conclusion
....................................................................................................................................................................

With the advent of online and spectrum auctions, controlling the pace of an auction
became an important topic in market design research. However, late bidding is a much
older and more general phenomenon. Sniping was probably first observed in candle
auctions, which were started about  (see Cassady, ). The auctioneer lights a
candle and accept bids only as long as the candle is burning. Here too, there is a risk
to sniping, because the exact moment when no more bids will be accepted is not pre-
dictable. In his diary of his London life Samuel Pepys (–) records a hint from
a highly successful bidder, who had observed that, just before expiring, a candle wick
always flares up slightly: on seeing this, he would shout his final—and winning—bid.
Sniping is also a concern in other markets. Auctions in the German stock exchange,

for instance, randomly select the exactmoment when the auctionwill end.The idea is to
prevent bidders fromwaiting until the very last second before submitting their final bids.
In fact, the theoretical and laboratory work by Füllbrunn and Sadrieh (forthcoming)
and Füllbrunn () suggests that such auctions may perform better than a hardclose
auction without any risk that late bids get lost.
Similarly, online negotiation sites that promise dispute resolution (such as e-

commerce disputes and traditional litigation) via electronic and standardized commu-
nication also suffer from late bidding. One of the more prominent online negotiation
sites, clicknsettle.com, experimented in with round-by-round demands and offers.
But this format did not prove to be effective, because a deadline effect similar to what
has been observed on eBay and in experimental bargaining games (Roth et al., )
hindered efficient negotiations. As clicknsettle.com put it: “After reviewing the early
results with our clients, we discovered that in most negotiations, the first two rounds
were being ‘wasted’ and the disputing parties really only had one opportunity to settle
the case, the final round” (see Ockenfels, ).
We have seen that softclose auctions can eliminate or severely attenuate the incentives

to bid late. One alternative way to avoid late bidding and to control the pace of auctions
is to create pressure on bidders to bid actively from the start. Milgrom and Wilson
designed an activity rule that was applied to the US spectrum auctions (McAfee and
McMillan, ; see also Milgrom ; and Chapter ?? of the present volume). The

AQ. Cramton
is , on
diamonds, or
second author
of ch. ?

activity rule requires a bidder to be “active” (that is to be the current high bidder or
to submit new bids) on a predetermined number of spectrum licenses. If a bidder falls
short of the required activity level, the number of licenses it is eligible to buy shrinks.
Thus, bidders are prevented from holding back. 

Another important feature of spectrum auctions is the fact that, most often, auctions
for all licenses end simultaneously, that is, no auction is over until they are all over. The
fact that eBay auctions a lot of items without this simultaneous closing rule, despite

 However, activity rules of this sort are incompatible with the flexibility needed on global Internet
auction platforms.
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the fact that many are close substitutes or complements, however, turns out not to be
too problematic given the information they show on auctions that have not ended yet.
Budish’s () work suggests that the provision of information about both current andAQ. ?
near-future objects for sale substantially increases the social surplus generated by single-
unit second-price auctionswhen the goods traded are imperfect substitutes, and that the
remaining inefficiency from not using a multi-object auction is surprisingly small.
The research surveyed in this chapter shows that sniping is a robust strategy, robust

in a game-theoretic sense (it is a best response to naïve and other incremental bid-
ding strategies, and can even arise at equilibrium in both private-value and common-
value auctions), but also against bounded rationality (such as various motivational and
cognitive limits to behavior). In fact, much of the latebidding phenomenon can be
explained as a strategic response to naïve, incremental bidding. Obviously, the rule for
ending an auction must take such irrationalities into account. While the traditional
theoretical mechanism design literature compares equilibria of different mechanisms,
market designers have to think about how beginners will play, and how experts will play
against beginners, and so on. So, looking only at equilibria may not be enough to derive
robust recommendations about the design of markets. 

Even the fact that we need ending rules at all (and do not just implement sealed-
bid auctions) may be partly related to the fact that people do not behave like ideal-
ized perfectly rational agents Even in a purely privatevalue setting where, theoretically,
fully efficient sealed-bid auctions can be devised, bidders sometimes perform better in
open, dynamic auctions. Ariely et al. () have shown, for instance, that the feed-
back delivered in open second-price auctions such as eBay substantially accelerates
the speed of learning compared to second-price sealed-bid auctions. This improves
the price discovery process and increases competition among bidders so that efficiency
and revenues can be enhanced, even in purely private-value environments. In line with
this finding, Ivanova-Stenzel and Salmon () report that, when having the choice
between sealed-bid and open, ascending-bid auctions, laboratory subjects in a private-
value environment have a strong preference for the open format (for similar points see
also Kagel and Levin, ; Cramton, ).
Summing up, one of the core challenges of market design is not only to take institu-

tional but also behavioral complexities into account.Thework on ending rules in online
auctions demonstrates how theory, field, laboratory, simulation, and survey studies
can work together to get a robust picture of how institutions and behavior interact
(see also Roth, , ; Bolton et al., ; Ockenfels ; Bolton and Ockenfels,
forthcoming). This can be used to devise better and more robust systems.

 This is not to say that equilibrium analyses are not useful. For example, some observers of eBay
believe that the amount of sniping will decrease over time because it is mainly due to inexperience and
unfamiliarity with eBay’s proxy bidding system. This is unlikely, however, because sniping is also an
equilibrium phenomenon among rational bidders. Moreover, there is plenty of evidence that
experienced bidders snipe more than inexperienced bidders. Thus, as long as the auction rules remain
unchanged, it seems likely that late bidding will persist on eBay.
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Introduction
....................................................................................................................................................................

Over the last three decades, rapid progress in market design has brought the subject
to an engineering-like state, where a large number of well understood mechanisms can
be prescribed for a given situation. Electronic markets—whether direct negotiations,
auctions or exchanges—are a particularly good place to apply this theory, because the
interactions between participants are regulated by the communication protocol. Since
there are already rules in place, it seems wise to ensure that they are the right rules—the
ones that will lead to efficient outcomes. In Chapter  of this Handbook (Vulkan and
Preist) we look at market design issues for markets where all participants are automated
agents. Elsewhere in the volume there are plenty of examples for market design for
human agents, be it individuals or firms. In this chapter we look at the hybrid case
where some of the organizations involved are using a software agent to directly aid
them in their negotiations with other organizations where agents are not used. The
context for this is procurement negotiations: Very large firms can force their suppliers
to participate in an auction, but small and middle-size firms cannot. To these firms, the
technology described in this chapter can be used to ensure almost the same efficiency of
outcomewithout changing the way they negotiate.The system usesmultiple one-to-one
negotiations to try to mimic the process and hopefully outcome of an auction (in this
case a reverse, price-lowering auction).
For any organization, saving on procurement costs has an impact on profitability

that is multiplied by gross margin. Although much research focus has been placed
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on achieving the lowest possible cost for the goods/services purchased, we concern
ourselves here with the operational procurement costs of the organization.
The AutONA (Automated One-to-one Negotiation Agent) system was conceived

as a means of reducing these operational procurement costs, enabling procurement
departments to automate asmuch price negotiation as possible, thus creating the option
of reducing direct costs and/or redeployment of operational effort into strategic pro-
curement requiring high human involvement (Byde et al., ). The problem domain
has been limited to the automation of multiple : negotiations over price for quantities
of a substitutable good subject to the organization’s procurement constraints of target
quantity, price ceiling, and deadline.
We present the design of the core reasoning system and preliminary results obtained

from a number of experiments conducted in HP’s Experimental Economics Lab. The
architecture of AutONA is that there is a central reasoner that sets goals, targets, and
price caps for each seller–quantity pair, and for each seller there is a bidding agent
that interprets these control parameters, and handles negotiation with a given seller,
maintaining a record of the history of interaction, and acting accordingly. Thus the
reasoner is responsible for assessing the merit of each seller’s position relative to the
others, while the bidding agent chooses good local policy accordingly.
Our main conclusion is that AutONA could reasonably be deployed for automated

negotiation, having shown no evidence for being identified as an automated system by
suppliers, and having demonstrated comparable gains from trade.
In the next section we review previous work in the automated negotiation domain. In

the third section we specify the reasoner In the fourth section, we specify the bidding
agents. In the fifth section we describe the experimental setup for the human-based
evaluation of AutONA, and in the seventh section we summarize the results of these
experiments. In the eighth section we conclude.

Background
....................................................................................................................................................................

The problem of bargaining is an old one. When studied from a game theoretic per-
spective (e.g. Muthoo, ), the problem of what offers to make (in a single –
negotiation context) almost always reduces to a calculation of the first offer to make,
which is immediately accepted by one’s opponent—so that no actual negotiation occurs!
This reduction is due to assumptions about the nature of rewards, information, and
rationality that simply do not hold in the real world.
Faratin et al  presented a pragmatic approach to the replication of reasonable

human – negotiation strategies in machines. The usage of the term tactic here
mirrors the use there.They consider three main types of negotiation tactic: time-based,
resource-based, and imitative. An important class of behavior missing from this
taxonomy is that of competition-based behavior, which is only feasible in a context
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where there are several parallel streams of negotiation being conducted. As far as we
are aware, there are no attempts in the literature to address this problem. Instead,
researchers have investigated methods for conducting multi-variable – negotiation
(e.g. Faratin et al. ; Sycara ), or have focused on the application of negotiation
technology to various distributed computing problems, such as resource allocation
(e.g. Sathi and Fox ).

Reasoner specification
....................................................................................................................................................................

Assumptions

The beginning of any procurement process is a purchase request, specifying the quantity
desired, Q, and the maximum price acceptable for the full quantity, P. This quantity Q
can be bought fromone ormore sellers, each of which has aminimumquantity theywill
consider selling, a maximum quantity they will consider selling, and whose potential
sale quantities jump in some specified minimum increments. These parameters are
specified (for a seller S) as qS

min, qS
max, and qS

step, respectively.
The reasoning about how much to offer for each quantity centers around options,

where an option, o, is defined by a seller and a quantity. For each option, the system
forms a series of estimates regarding the likely price of purchasing the specified quantity
from the specified seller. These estimates are parametrized by a risk parameter. The
possible values for the option risk parameter are best, expected, and, giving rise to three
prices for each option o, p−(o), pe(o), and p+(o), respectively.

Price estimates

The price estimates for an option are calculated using estimates of the distribution of
the lowest price a seller will accept for the options quantity. A belief is a probability
distribution over prices per unit, parametrized by the properties that an option may
have.
There are many possible ways to represent beliefs; observation of frequencies in

historical data can be used to build non-parametric models, but when the amount
of data is small, these methods are not suitable. We choose to assume a log-normal
distribution on prices, and select the mean and standard deviation tominimize squared
error with respect to observed closing prices in prior negotiations.The observed closing
prices in previous negotiations are normalized with respect to a benchmark price that
carries information on the market price on the date that the negotiation was concluded.
By doing so, we reduce the impact of the variation of market prices over time. To this
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effect we also introduce a customizable scale factor that gives exponentially less weight
to older data.
To each seller, S, we associate a belief function, bS(p, q), with the interpretation that

the probability of the price for the option o ∈ option(S) closing between prices p and
p (per unit) is believed, prior to the start of negotiations, to be

Prob(p(o) ∈ [p, p]) =
∫ p

p

bS(x, qo)dx ()

The price estimates for a given option are generated as follows:

. The best price p−(o) of an option, o, is defined to be the current highest offer
that AutONA has made for the specified option, or some fixed minimum, pmin(o)
otherwise (i.e. if no offer has yet been made).

. The no-risk price p+(o) of an option, o, is the larger of the best price and the
largest number p such that for all p′ < p, Prob(p(o) ∈ [p′,∞]) > . Informally,
it is the highest price to which AutONA should attatch non-zero probability (via
the belief).

. Given an option, o, with quantity qo and seller S, associated belief bS(p, q), best
price p−(o), and no-risk price p+(o), the expected price of the option o is given as

pe(o) =

∫ p+(o)

p−(o)

x bS(x/qo, qo)dx

Prob(p(o) ∈ [p−(o), p+(o)]) ()

Spreads

Although it may be that negotiations will be for the full quantity with each seller, it is
also quite possible that, due to quantity constraints, it will be necessary to divide the full
purchase quantity, Q, between several sellers; the trade-offs that AutONA then makes
will be between alternativeways of dividing the quantity up between the available sellers.
We call such a “dividing-up” a spread. Formally, a spread is a set of options.
Just like an option, associated to a spread are a quantity, and a range of estimates of

the price at which it can be obtained, where the prices are parameterized by risk. The
quantity of a spreadσ = {o, . . . , ok} is just the sumof the quantities of its corresponding
options, and the prices are defined likewise:

quantity(σ ) = ∑k
i= quantity(oi)

p∗(σ ) = ∑k
i= quantity(oi)p∗(oi)

()

where, as for options, ∗ can be−, e, or+. (Recall that option prices are per-unit spread
prices are for the full quantity quantity(σ )).
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Targets

In order to determine how hard to bargain for each option under consideration, the
reasoner sets targets for each option, which are calculated with reference to the other
sellers and the options they offer.The target of option o belonging to seller S is intuitively
understood to be the maximum price per unit likely to be acceptable for o, and is calcu-
lated via a sort of “credible threat” reasoning: It is worth considering o at price p only if
there is a completion of o to a spread no more expensive than the best spread available
not including options belonging to S.This understanding ismodified by risk parameters
“−”, “e”, “+”, that capture best-case, average-case, and worst-case qualifications of the
above clauses.
Formally, for each option o, and some set of potential purchase spreadsM, we make

the following definitions:

. The set of alternatives to o inM is the set of those purchase spreads inM which
do not contain any options belonging to the seller S of o:

altM(o) = {σ ∈ M|options(seller(o)) � σ }
. The set of completions to o inM is the set of spreads that, with o added, become
an acceptable purchase spread:

compM(o) = {σ |σ ∪ {o} ∈ M, options(seller(o)) � σ }
. The target of o relative to the set of purchase spreadsMis defined for any pair of
spread-risk preferences, r, r ∈ {−, e, a,+}, as

tMr ,r
(o) = min(pr(σ )|σ ∈ altM(o))

−min(pr(σ )|σ ∈ compM(o))
()

Example . Suppose that the options are {a, b, c, d, e, f } with associated quantities
,,,,,, and suppose that each is associated to a unique seller. If the purchase request
quantity Q is , then the set of all acceptable purchase bundles M is

M = {{a, d}, {b, c}, {b, f }, {a, c, f }}.
Selecting option a to calculate targets for, we have

altM(a) = {{b, c}, {b, f }},
compM(a) = {{d}, {c, f }}.

The target for a relative to M, with expected prices for alternatives and no-risk prices for
completions is therefore
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tMe,+(a) = min(pe(σ )|σ ∈ {{b, c}, {b, f }})
−min(p+(σ )|σ ∈ {{d}, {c, f }}),

= min
(
pe(b) + pe(c), pe(b) + pe(f )

)
−min (

p+(d), p+(c) + p+(f )
)
.

Acceptable Purchase Spreads

The set of acceptable purchase bundlesM in equation () should ideally be the set of
all possible spreads consistent with the purchase request, i.e.

MQ,P := {σ |p−(σ ) ≤ P, quantity(σ ) = Q} ()

Notice that we require the spread’s total quantity to be exactlyQ, so thatMQ,P may be
empty. Future implementations may allow flexibility in the purchase request, and hence
the set of all acceptable purchase spreads.
When there are several sellers with small feasible quantity steps qstep, the set MQ,P

may be too large to reason over, in which case it is necessary to restrict attention to
some subcollection of spreads.
It can be shown that if the price per additional unit is non-increasingwith quantity for

each seller, then the set of spreads that can minimize total price is given by the extreme
points of the convex hull (in quantity space) of the set of all acceptable purchase spreads,
MQ,P. This fact, and the intuition that at any given time there will be some seller that is
“favorite,” and from whom we should like to buy as much of the quantity Q as possible
subject to quantity constraints, informed our choice of algorihtm for restricting the set
of spreads under consideration.

Starting and ending negotiations

Starting
We assumed that the procurement process begins with the buyer sending out a request
for quotes to each seller, in response to which they will each quote an ask for the
requested quantity (which is, of course, not always Q, depending on seller constraints).
AutONA then has tomake a counter offer; the seller counter-offers again, and from then
on the tactics selected by the reasoner will specify counter offers. This process requires
us to specify how AutONA’s first bid is generated.
We chose the first bid on an option o to be .p−(o) + .p+(o), i.e. close to the

best one could expect.This choice was made on the assumption that our first bid would
almost certainly not succeed, but that a successful transaction would be concluded
only after negotiations. If the initial bid were set too high, it would almost certainly
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be accepted, which could lead (via the construction of beliefs on the basis of historical
trade information) to inflation in the price that AutONA would consider reasonable.

Ending
The reasoner controls completion of individual negotiations: AutONA continues trad-
ing until the difference between the worst-case and expected-case prices is less than a
predefined (small) proportion, ε of the worst-case price:

best+(M) − beste(M) < ε · best+(M) ()

where

bestr(M) := min(pr(σ )|σ ∈ M) ()

Bidding agent specification
....................................................................................................................................................................

Option choice

When negotiating with a direct seller S, there may be many options with respect to
which negotiations could proceed. We choose to order the options according to the
best expected price amongst acceptable purchase spreads containing them.

. The best spread with respect to risk option r, Br is any spread in the maximization
set Msuch that pr(Br) = bestr(M). We assume that there is an implicit total
ordering on spreads which allows us to select Bx consistently and unambiguously.

. If Be ∩ options(S) 	= ∅, then the option o which forms the intersection is the most
favored option for seller S.

. Otherwise, o is the smallest-quantity option which minimizes the expected price
function over spreads containing an option from the given seller:

qope(o) + beste(Mc
o) = beste(M \ Ma

o) ()

Tactics

A tactic is a rule specifying a new value to offer in response to the thread of negotiation
that has so far taken place with a given seller.The tactics used by AutONA are all alpha–
beta tactics, which are specified by two numbers, α and β . A new bid is given with
respect to the preceding one, the last ask, and the most recent change to the ask, as

new bid = min(old ask, old bid +
+ α × (change in ask)
+ β × (ask − bid))

()
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More specifically, we use two sub-families: pure alpha and pure beta tactics:

• the fixed alpha tactics Aj, j = , , , ,  are the five alpha–beta tactics with β = ,
α = {α,  (+ α),  , , } respectively; and• the fixed beta tactics Bj, j = , ,  are the three alpha–beta tactics with α = ,
β = {,βsmall,βbig} respectively;

here α > ,  < βsmall < βbig <  are constants for which the values chosen were , 
and 

 , respectively. Note that A = B.

Tactic selection

The choice of which tactic to use with each option o depends on the relative standing of
that seller (for that quantity) with respect to the others.
The intuition behind tactic selection is that the value of the expected price relative

to the expected-price alternatives governs the use of the α parameter; the β parameter
is determined by “how far the seller has to go”: the normalized difference between the
current ask and the expected price.
If the change between the previous and current ask is non-zero, i.e. if the seller has

conceded at all since his previous offer, we choose the tactic for option o to be the fixed
alpha tactic Aj , with j selected according to the following algorithm:

. Define 

t = t−,e(o)
t = 

 (t−,e(o) + te,e(o))
t = te,e(o)
t = 

 (te,e(o) + t+,e(o))
t = t+,e(o)

. Choose j such that |tj − pe(o)| is minimized.

The intuition is that if the expected price of the option pe(o) is close to t, for example,
then it is expected to be comparable to the best case for its best possible alternative, and
hence is valuable, so that we should concede in order to keep the seller happy; if pe(o)
is close to t then we expect o to be comparable (when completed) to the worst-case
alternative: hence it is the seller’s responsibility to concede toward us if he wants to be
considered seriously.
If the change between the previous and current ask is zero, the current tactic for

option o is chosen to be the fixed beta tactic Bj according to the following algorithm:

 Recall that the most suitable option o to negotiate over is chosen using equation ().
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. Let

s =
⎧⎨
⎩

p+(o) − pe(o)
p+(o) − p−(o)

if p+(o) > p−(o)

 otherwise

. If s < 
 , choose j = ;

. If  ≤ s < 
 , choose j = ; and

. If  ≤ s, choose j = .

Experiments
....................................................................................................................................................................

Overview

Since AutONA is designed for real procurement applications, it is essential to under-
stand its performance before any deployment in real business environments. More
specifically, there are three key questions that we seek to answer:

. Are the negotiation algorithms on which AutONA is based exploitable by clever
sellers? Is it possible for sellers to detect that they are bidding against a “machine”
when negotiating with AutONA?

. Howwell does AutONA perform in different trading environments?The goal here
is to identify, as much as possible, a relationship between specific features of the
purchasing environment and the performance of AutONA.

. How well does AutONA perform compared to human traders in similar circum-
stances?

A sequence of laboratory experiments was conducted to perform the tests, following
standard experimental economicsmethodology.The subjects were given accurate infor-
mation about the game, in particular, how their actual monetary rewards depended on
their aggregate performance over the course of the session. Experimental anonymity
with respect to roles and payment was preserved, and no deception was used. Experi-
mentswith all human subjects were conducted to serve as benchmarks tomeasurements
of AutONA’s effectiveness. The same experiments were then run again with AutONA
replacing one of the human buyers.

The experimental model

The goal of the experimental design phase was to capture important aspects of the true
procurement environments in which AutONA is intended to participate. To remove
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any conscious or unconscious biases in the experimental design, very little informa-
tion about how AutONA works was provided to the experimenter who designed the
experiments. The primary information used to construct the experiments came from
the HP procurement organization, which provided detailed descriptions of, and data
from, their procurement operations.
Due to business and scientific considerations, we chose to examine a scenario similar

to that of DRAM procurement. Important aspects of this scenario, such as the small
numbers of buyers and sellers, their relative market power, the inflexibility of short-
term capability, and the possibilities of shortages were included in the design of the
experiments. Some complications, such as inventory carry-over and timing of delivery,
were ignored.
The experimental model has three central components: the buyers, the sellers, and

the negotiation process.

The buyers
Each buyer’s objective is to procure a certain amountQ, which will be referred to as the
target quantity, of a single homogeneous commodity. Buyers are rewarded according to
the following formula: has a linear download sloping demand function with a cut-off
point at Q, and an additional bonus if he procures an amount not less than Q. Thus his
demand function is

Demand(q) =

⎧⎪⎪⎨
⎪⎪⎩

a − b × q if q < Q,

a − b × Q + bonus if q = Q,

 if q > Q,

()

where a and b are positive constants obeying the constraint a − b.Q > , so that buyers
are always incented to buy no less than Q goods.This demand function gives rise to the
reward function,

Reward(q) =
{

a.q − b.q if q < Q,

a.Q − b.Q + bonus if q ≥ Q.
()

A player’s total payoff for purchasing quantity q is given by Reward(q) − C(q), where
C(q) is what the buyers pay for the goods.This payoff function provides no incentive to
procure any amount more than Q, which is similar to the situation in which a buyer is
trying to procure enoughDRAM tomanufacture computers for a specific fixed quantity
contract with a downstream reseller.

The sellers
Each seller has a cost function K(q) where q is the quantity they sell. Their payoff
function is C(q) − K(q), where C(q) is what the buyer(s) pay him. The cost function
K(q) is assumed to have a fixed cost (F), a variable cost (c) and a capacity (k):
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K(q) =
{

F + c × q if q ≤ k

F + c × k + c × (q − k) if q > k
()

It is assumed that when a seller tries to sell above capacity, he has to incur ten times
the normal costs. This is probably more realistic than assuming that it is impossible
to sell more than capacity, since sellers can, if they wish, always procure goods on the
spot market to cover short-falls in supply. The net result of the extra factor of ten is to
make production beyond capacity expensive but not impossible, which is realistic in the
DRAM environment. Sellers were always played by human subjects.

Supply and demand calibration
There are only a few major players in the DRAM market: Four major suppliers cover
roughly – of the market. The market is a bit more fragmented on the buyer side,
but there are only a few players (such as HP, IBM, and Dell) that have the market power
to negotiate substantial deals with the major sellers.
The experiment was set up with four homogeneous buyers and four heterogeneous

sellers. The sellers capabilities reflected true market share in the DRAM market. The
total market capacity was normalized to ,. Both capacities and cost functions were
fixed throughout the experiment, so that the only uncertainty existed on the demand
side. The demand parameters were set up so that the market equilibrium quantity was
the smaller of either the total capacity or the totals of all the buyer’s target quantities,Q.
This allowed us to measure the effectiveness of a buyer by simply looking at the amount
he had procured.
Buyers target quantities were generated by a random process consistent with actual

demand fluctuations. The HP Procurement Risk Organization has been analyzing the
distribution of DRAM demand over the years. A normalized form of this distribution
was used in the experiment.
Two supply and demand scenarios were considered. In the first scenario, the average

total target quantity was slightly higher than the total capacity. However, demand was
generated according to a log-normal distribution, so the chance of a shortage (total
target more than total capacity) was roughly . In the second scenario, the total
target quantity was always greater than the total capacity. Thus, every trading period
is in shortage, although it is uncertain of the degree of the shortage.

The negotiation process
The negotiation process was modeled as a round-based multiple – negotiation game.
In each round, buyers and sellers take turns to make offers consisting of a price and a
quantity, with no requirement to improve on previous offers. Each offer is directed at
only one player on the other side of the market, and are private information between
the buyer–seller pair. In each round, a player can make a new offer, accept the offer on
the table, or stop the negotiation.
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A limited form of cheap talk was allowed: A player could send amessage consisting of
a price and a quantity to anyone on the other side of the market, with no commitments:
There were no consequences of this communication other than information exchanges.
A time cost was introduced to provide incentives for timely negotiation. The first

eight rounds of negotiation were free, but after that each round cost a fixed amount
to any player who had an active offer on the table. The trading period terminated if
either side of the market (buyers or sellers) had no active offers. This process does not
guarantee termination, but in practice negotiations usually terminated in about ten to
fourteen rounds.

Customization
....................................................................................................................................................................

AutONA was designed before the experiments were. The design criteria behind
AutONA were for it to be applicable to a wide range of procurement situations, to
and exhibit flexibility through customization. To play the game, AutONA needed to be
customized; this section covers some of the customization choices that we made, and
discusses the impact they had on the experiments results. Customization can be seen as
consisting of two components: a set of parameter values for certain control parameters;
and heuristics and rules relating to the way in which data are fed to and from the system
by an operator.

Customization parameters

Termination condition
The parameter ε (see earlier) sets the point at which AutONA will recommend to the
buyer that a price is accepted and that negotiation with the seller over a particular
quantity should be concluded. We decided to set ε to , meaning that AutONA will
recommend to close a deal when the price that the seller offers is within  of the price
it expects for that seller at that quantity.

History scale factor

AutONAwas pre-loadedwith a history of previous negotiations with the various sellers,
and with the market price for previous rounds. Because of the accelerated time in the
experiments, we had the freedom to place the actual periods in time at our will. We
decided that the history scale factor would be set so that all the data of the previous
experiments would count for about a half of the data of the current experiment. Between
periods in the same experiment the time difference was considered to be negligible.
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Heuristics and rules

Deal definition
During the deal definition phase, the user operating AutONA sets values for parameters
such as quantity required and price ceiling. The obvious choice to make was to define
the quantity to procure as the target quantity of the game. For the price ceiling, we use
a value that is equivalent to the reward that AutONA would receive for procuring the
target quantity, as defined in equation ().With these settings, we ensure that AutONA
will not form deals that will encur greater costs than its maximum reward.

Seller selection
In the seller selection phase, the quantities qS

min, qS
max and qS

step are defined for each of
the sellers. qS

max is one of the most important parameters of the game, as it represents
the capacity that sellers have available. But that piece of information was not available to
AutONA (nor to any other buyer-side player). Nor had AutONA been designed to elicit
that knowledge as the game progressed. The values of qS

max for the sellers determine
how AutONA builds its spreads. For the first experiment we used a heuristic that would
have AutONA build spreads that divide the required quantity nearly equally among
the four sellers. The rule was to set qS

max for each seller at  of the target quantity.
Having observed that AutONA was not so successful in procuring the target quantity
(see discussion of the second result), later on we decided to have AutONA build spreads
where one of the sellers was getting the biggest share of its target quantity. We did that
by setting themaximumquantity available from each of the seller to be  of the target
quantity.

Negotiation
The protocol used in the experiments prescribed that the buyer put in the first offer,
whereas the protocol that AutONA used had been designed to play a game where the
seller would submit the first offer, for a quantity requested by AutONA. To comply with
the rules of the game,we had to define a heuristic for the first offer thatwas not suggested

AQ: Please
check
Meaning here.through the AutONA user interface. To play fairly, we needed to bind the heuristic to

information that was available to AutONA. Our decision was that the first offer would
be submitted as a percentage of the price that AutONA expected for negotiation from
a given seller (pe(S)). In the first experiment we guessed that  might be a fair value.
Having observed that in the second experiment AutONA procured prices with a spread
of . to . on the mean, we set it to be  for the fourth experiment. In
both cases AutONA exhibited a less than brilliant performance in procuring the target
quantity (see discussion on the second result). To improve things in the last experiment,
we decided that the first bid was to be submitted at exactly pe(S), resulting in a better
performance of AutONA quantity-wise.
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Recomputing spreads
AutONA was designed to attempt to impose quantity on the suppliers, through the
RFQ process. The game would go smoothly if suppliers did accept the quantities by
responding with a counter-offer on the same quantity. We observed that this was not
the case during the experiments. Whenever the seller proposes a different negotiation
quantity, the AutONA operator faces a decision on whether to proceed negotiating over
quantities appearing as options in AutONA spreads or restartingAutONA to recompute
the spreads. In the spirit of making the experiments as repeatable as possible, we needed
to put the operator in a condition to use deliberation as little as possible. So we defined
a rule that if none of the sellers responded to the quantity suggested, AutONA should
be restarted by the seventh round. Likewise, AutONA needed to be restarted if sellers
would not respond even after a deal had just been struck. In that case, the operator shoud
restart AutONA, subtracting the deal quantities achieved so far from the game target.
Restarting AutONA is not ideal, but in both cases gives us the advantage that qS

max can
be set using information taken from offers that sellers have made. This tactic is useful
in reducing the number of rounds required to achieve deals, thus avoiding round costs.
More importantly, it is useful to actually secure the quantity that was needed, especially
in cases of supply shortage. To respond to the problem that AutONA was having in
procuring target quantity, in the fifth experiment we modified the rules so as to restart
and recompute the spreads after the fifth round, using seller information on quantities
to set qS

max. A further rule was that after bundle recomputation, the AutONA operator
would accept standing seller offers that would fall within the percentage of pe(o) that
was set to determine the first offer.

Results
....................................................................................................................................................................

A total of five experiments were conducted (Table .), each with eight players (four
buyers and four sellers). Two of the five experiments were all human experiment. In
the rest, AutONA played the role of one buyer. In the fifth experiment, a modified
version of AutONA was used, to counteract behavioral traits discovered in the first
four experiments, discussed later. In each case, AutONA was provided with data from
previous experiments as simulations of market inputs.
Our first result addresses the first experimental question.

Result . AutONA passed a limited version of the Turing test. There is no obvious method
for the human subjects to exploit AutONA.

In the beginning of each experiment that involved AutONA we announced that one
of the players would be played by a robot. At the end of the experiment, we informally
quizzed all the subjects as to the identity of the robot. The answers we obtained were
random. There is no evidence that human subjects could identify which player was
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Table 15.1. Summary of the experiments

Supply/Demand
Experiment treatment Players

1 Random shortage All Human
2 Random shortage AutONA
3 All shortage All Human
4 All shortage AutONA
5 All shortage Modified AutONA

played by AutONA. Furthermore, we can conclude that no subjects found and used
any logical loop-holes in AutONAs algorithms.
The other two experimental questions are concerned with performance. There are

two primary measures we use to benchmark the performance of a buyer: price, and
quantity with respect to target. Payoff is not relevant, because AutONA is not designed
to optimize the experimental payoff, and indeed is not even aware of the existence of a
payoff function.
All things being equal, quantity with respect to the target is the most important

measure. Table . summarizes buyers’ performance as measured by the quantity they
procured as a percentage of their targets.
Since the buyers are homogeneous, their performance should be roughly the same

if all of them are playing rationally. In all the experiments with two exceptions, human
subjects procured roughly a similar amount (comparedwithin experiment) with respect
to their targets. The two exceptions are buyer  in experiment , and buyer  in
experiment . Some variations are expected since humans do not negotiate equally.
Experiment  seems to show a larger variation, which can probably be explained by
the presence of inexperienced subjects.
The “Market” column in Table . lists the total quantities procured in the market

(by the four buyers) as a percentage of the total capacity. Experiments  and  have
the same supply and demand parameters, while experiments , , and  have another
set of parameters. It is clear that aggregate results are consistent across experiments.
The percentage bought with respect to target quantity is within  percentage points
across buyers for each experiment.This is strong evidence that experimental resultswere
repeatable, and that the human subjects understood their instructions and responded
well to monetary incentives.
This brings us to our second major result.

Result . The original AutONA was procuring substantially less, relative to its target
quantity, than human buyers. This is particularly significant when there is a shortage.

As can be seen fromTable ., the quantity procured by AutONA is substantially lower
than that of human players in experiment  and . Table . also reports a summary
of experiment  with only the periods in shortage. In those periods, AutONA was
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Table 15.2. Summary of buyers’ performance as
measured by the average price of transactions

Buyer 4 /
Experiment Buyer 1 Buyer 2 Buyer 3 AutONA

1 $167 $161 $183 $167
2 $183 $172 $172 $163
2 (shortage) $192 $174 $170 $163
3 $191 $191 $181 $189
4 $191 $210 $182 $182
5 $184 $185 $184 $185

procuring even less, at  of target, which is consistent with the results in the “all
shortage” experiment (experiment ).
On the basis of experiments  through , it is clear that AutONA has a severe behav-

ioral bias. Roughly speaking, it is not aggressive enough in completing negotiations with
successful transactions: it spends too long negotiating, and sellers go elsewhere. This
problem is exacerbated by a shortage. Human buyers seem to be able to recognize the
importance of grabbing supplies as fast and as aggressively as they can, while AutONA
does not.

Result . AutONA received lower prices than the human players.

From Table ., we see in experiment  and  that AutONA has the lowest average
price.
It seems thatAutONAwas trading offpriceswith quantities: one reasonwhyAutONA

procured significantly less than expected was its strong stance on price.This bias toward
aggressive price negotiation is due to a design assumption: that therewas no competition

Table 15.3. Summary of buyers’ performance as mea-
sured by the percentage of the target quantity pur-
chased (results in bold are for AutONA)

Buyer 4 /
Experiment Buyer 1 Buyer 2 Buyer 3 AutONA Market

1 100% 93% 87% 72% 87%
2 89% 92% 94% 67% 85%
2 (shortage) 96% 91% 91% 53% 82%
3 71% 85% 71% 75% 76%
4 89% 82% 87% 52% 77%
5 83% 80% 65% 80% 77%
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against other buyers, and hence that time is much less of an issue. When time is not
an important issue, there is no reason to negotiate speedily, except to meet purchasing
deadlines, and so it is advisable to bargain hard. The DRAM procurement game, espe-
cially when there was a shortage, definitely involved competition between buyers, and
although AutONA does well on price, it does poorly on quantity.
Bearing in mind the relative importance of the two performance measures, we

decided to modify the behaviour of AutONA. To begin with, instead of opening on
option o with a bid of .p−(o) + .p+(o) (we reconfigured AutONA to open with
pe(o). This (unsurprisingly) led to many negotiations concluding immediately, and on
average reduced the duration of negotiations considerably, at the expense of leading to
more expensive trades. In addition, an adjustment of the seller constraints (encoded in
qS

min and qS
max), such that the largest component in each spread took up about  of

Q, seemed to result in superior performance. Both of these modifications were at the
configuration level. We anticipate that each specific negotiating environment will place
different requirements on AutONA, and hence will lead to different configurations.The
fifth experiment was run with this modified version.

Result . A modified version of AutONA performed significantly better on quantity, and
not as well on price. Its payoff of price and quantity was similar to that of humans.

See experiment  in Tables . and ..

Conclusions
....................................................................................................................................................................

This chapter describes how markets using a mixture of automated and human agents
couldwork. In it we present a systemAutONA, for conductingmultiple simultaneous –
 negotiations over price and quantity. The use of competition between sellers to guide
negotiation tactics is key.
We have implemented this system, and conducted human trials to evaluate it on

the basis of its ability to negotiate “reasonably,” and on its performance with respect
to a trading game that was designed independently of the system itself. We find that
AutONA passes a limited version of the Turing test: The experiments did not reveal
any obvious exploitation that a human trader can use against AutONA. On the other
hand, AutONA in its original configuration exhibited significantly different aggregate
behavior from human traders; it was less aggressive on quantity, andmore aggressive on
price—a behavioral bias that is non-desirable in the HPDRAMprocurement context in
which it was evaluated. Subsequently, AutONAwas modified, and the modified version
behaved more in line with human traders in the experiments. For market designers to
successfully be able to come up with designs that can be used by hybrid of human and
automated agents, much more research is needed. We hope the findings in this chapter
can be seen as a step in that direction.
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very-large-scale
generalized

combinatorial
multi-attribute

auctions
Lessons from Conducting  Billion of Sourcing
...........................................................................................................

tuomas sandholm 

Introduction
....................................................................................................................................................................

Drawing from our experiences of designing and fielding over  sourcing auctions
totaling over  billion, I will discuss issues that arise in very-large-scale generalized
combinatorial auctions, as well as solutions that work (and ones that do not). These
are by far the largest (in terms of the number of items as well as the number of side
constraints) and most complex combinatorial markets ever developed.
I will discuss how combinatorial and multi-attribute auctions can be soundly

hybridized. I will address preference and constraint expression languages for the bidders
and the bid taker, as well as techniques for effectively using them. I will discuss scalable
optimization techniques for themarket clearing (a.k.a. winner determination) problem.
I will also address a host of other issues that this work uncovered, and I will study the

 I thank the CombineNet employees for helping make the vision presented in this chapter a reality.
Special thanks go to Subhash Suri, David Levine, Paul Martyn, Andrew Gilpin, Rob Shields, Bryan
Bailey, Craig Boutilier, David Parkes, George Nemhauser, Egon Balas, Yuri Smirnov, and Andrew
Fuqua. Early versions of parts of this chapter appeared in my  article in AI Magazine (Sandholm,
), and the section on automated supply network configuration is largely based on our  paper in
Interfaces (Sandholdm et al., ).
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significant efficiency gains and other benefits that followed. While the experiences are
mainly from sourcing, I believe that the lessons learned apply to many other combina-
torial reverse auctions, combinatorial auctions, and combinatorial exchanges.

Historical backdrop on sourcing
....................................................................................................................................................................

Sourcing, the process by which companies acquire goods and services for their opera-
tions, entails a complex interaction of prices, preferences, and constraints. The buyer’s
problem is to decide how to allocate the business across the suppliers. Sourcing profes-
sionals buy several trillion dollars’ worth of goods and services yearly.
Traditionally, sourcing decisions have beenmade via manual in-person negotiations.

The advantage is that there is a very expressive language for finding, and agreeing to,
win–win solutions between the supplier and the buyer.The solutions are implementable
because operational constraints can be expressed and taken into account. On the down-
side, the process is slow, unstructured, and non-transparent. Furthermore, sequentially
negotiating with the suppliers is difficult and leads to suboptimal decisions. (This is
because what the buyer should agree to with a supplier depends on what other suppliers
would have been willing to agree to in later negotiations.) The one-to-one nature of the
process also curtails competition.
These problems have been exacerbated by a dramatic shift from plant-based sourcing

to global corporate-wide (category-based rather than plant-based) sourcing since the
mid-s. This transition is motivated by the desire of corporations to leverage their
spend across plants in order to get better pricing and better understanding and control
of the supply network while at the same time improving supplier relationships (see, e.g.,
Smock ). This transition has yielded significantly larger sourcing events that are
inherently more complex.
During this transition, there has also been a shift to electronic sourcing where

prospective suppliers submit offers electronically to the buyer. The buyer then decides,
using software, how to allocate its business across the prospective suppliers Advantages
of this approach include speed of the process, structure and transparency, global com-
petition, and simultaneous negotiation with all suppliers (which removes the difficulties
associated with the speculation about later stages of the negotiation process, discussed
earlier).
The most famous class of electronic sourcing systems—which became popular in

the mid-s through vendors such as FreeMarkets (now part of Ariba), Frictionless
Commerce (now part of SAP), and Procuri (now part of Ariba)—is the reverse auction.
The buyer groups the items into lots in advance, and conducts an electronic descending-
price auction for each lot. The lowest bidder wins. (In some cases “lowness” is not
measured in terms of price, but in terms of an ad hoc score which is a weighted function



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

generalized combinatorial multi-attribute auctions 

that takes into account the price and some non-price attributes such as delivery time and
reputation.)
Reverse auctions are not economically efficient, that is, they do not generally yield

good allocation decisions.This is because the optimal bundling of the items depends on
the suppliers’ preferences (which arise, among other considerations, from the set, type,
and time-varying state of their production resources), which the buyer does not know
at the time of lotting. Lotting by the buyer also hinders the ability of small suppliers to
compete. Furthermore, reverse auctions do not support side constraints, yielding two
drastic deficiencies: () the buyer cannot express her business rules, thus the alloca-
tion of the auction is unimplementable and the “screen savings” of the auction do not
materialize in reality; and () the suppliers cannot express their production efficiencies
(or differentiation), and are exposed to bidding risks. In short, reverse auctions assume
away the complexity that is inherent in the problem, and dumb down the events rather
than embracing the complexity and viewing it as a driver of opportunity. It is therefore
not surprising that there are strong broad-based signs that reverse auctions have fallen
into disfavor.

The new paradigm: expressive commerce
....................................................................................................................................................................

In  it dawned on me that it is possible to achieve the advantages of both manual
negotiation and electronic auctions while avoiding the disadvantages. The idea is to
allow supply and demand to be expressed in drastically more detail (as in manual
negotiation) while conducting the events in a structured electronic marketplace where
the supply and demand are algorithmically matched (as in reverse auctions). The new
paradigm, which we called expressive commerce (or expressive competition), was so
promising that I decided to found a company, CombineNet, Inc. to commercialize it.
I began technology development in  and founded the company in . I then

served as its Chairman and Chief Technology Officer/Chief Scientist. I left the company
after its acquisition in . It continues to operate under the same name.
In expressive commerce, the finer-grained matching of supply and demand yields

higher allocative efficiency (i.e., a win–win between the buyer and the suppliers in
aggregate). However, matching the drastically more detailed supply and demand is
an extremely complex combinatorial optimization problem. We developed the fastest
algorithms for optimally solving this problem (discussed later). These algorithms are
incorporated into the market-clearing engine at the core of our flagship product, the
Advanced Sourcing Application Platform
Expressive commerce has two sides: expressive bidding and expressive allocation evalu-

ation (also called expressive bid taking) (Sandholm and Suri ), which I nowdescribe.
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Expressive bidding
....................................................................................................................................................................

With expressive bidding, the suppliers can express their offers creatively, precisely, and
conveniently using expressive and compact statements that naturally correspond to the
suppliers’ business rules, production constraints, and efficiencies, etc. Our expressive
bidding takes several forms. Our software supports the following forms of expressive
bidding, among others, all in the same event.

• Bidding on an arbitrary number of self-constructed packages of items (rather than
being restricted to bidding on predetermined lots, as in basic reverse auctions).
The packages can be expressed in more flexible and more usable forms than that
supported in vanilla combinatorial auctions. For example, the bidder can specify
different prices on the items if the items are accepted in given proportions, and
the bidder can specify ranges for these proportions, thus allowing an exponential
number of packages to be captured by one compact expression.

• Conditional discount offers. Both the trigger conditions and the effects can be
specified in highly flexible ways. For example, the trigger conditions can specify
whether they should be evaluated before or after the effects of the current discount
and other discounts are taken into account.

• Rich forms of discount schedules. Simpler forms of discount schedules have
already been addressed in the literature (Sandholm and Suri, a, ; Hohner
et al., ). Figure . shows a fairly basic example. Richer forms allow the bidder
to submit multiple discount offers and to control whether and how they can be
combined. Also, discount triggers can be expressed as dollars or units, and as a
percentage or an absolute.

• A broad variety of side constraints—such as capacity constraints (Sandholm and
Suri, a).

• Multi-attribute bidding (Sandholm and Suri, a).This allows the buyer to leave
the item specification partially open, so the suppliers can pick values for the item
attributes—such as material, color, and delivery date—in a way that matches their

figure .. A relatively simple discount schedule. This screenshot is from an actual sourcing
event. The scope of the trigger of the discount (STEP ) can be different than the scope of the
items to which the discount is to be applied (STEP ).
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figure .. A simple example of bidding with alternates, cost drivers, attributes, and con-
straints. This piece of screen is from an actual event for sourcing truckload transportation. The
figure shows part of the bid by one bidder on one item.

production efficiencies. This is one way in which the suppliers can also express
alternate items.

• Free-form expression of alternates. This fosters unconfined creativity by the
suppliers.

• Expression of cost drivers. In many of our events, the buyer collects tens or hun-
dreds of cost drivers (sometimes per item) from the suppliers. By expressing cost
drivers, the bidder can concisely and implicitly price huge numbers of items and
alternates. Figures . and . illustrate bidding with attributes and cost drivers.

All of these expressive bidding features of our software have been extensively used by
our customers. The software supports bidding through both web-based interfaces and
spreadsheets. In some cases, catalog prices from databases have also been used.
Our expressive bidding approach is flexible in the sense that different suppliers can

bid in different ways, using different offer constructs. In fact, some suppliers may not
be sophisticated enough to bid expressively at all, yet they can participate in the same
sourcing events using traditional bidding constructs in the same system. This paves
a smooth road for adoption, which does not assume sudden process changes at the
participating organizations.

Benefits of expressive bidding

The main benefit of expressive bidding is that it leads to greater efficiency of the allo-
cation. In business terms, it creates a win–win between the buyer and the suppliers in
aggregate. There are several reasons for this.
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figure .. An example of bidding with cost structures and attributes.This is part of an actual
event where we sourced printed labels.

First, because the suppliers and the buyer can express their preferences completely
(and easily), themarket mechanism canmake better allocation decisions (economically
more efficient and less wasteful), which translates to higher societal welfare. In other
words, the method yields better matching of supply and demand because they are
expressed in more detail. The savings do not come from lowering supplier margins, but
from reducing economic inefficiency. With expressive bidding, the suppliers can offer
specifically what they are good at, and at lower prices because they end up supplying in
a way that is economical for them. (They can consider factors such as production costs
and capacities, raw-material inventories, market conditions, competitive pressures, and
strategic initiatives.) This creates a win–win solution between the suppliers and the
buyer. For example, in the sourcing of transportation services, a substantial increase in
economic efficiency comes from bundling multiple deliveries in one route (back-haul
deliveries and multi-leg routes). This reduces empty driving, leading to lower trans-
portation costs and yielding environmental benefits as well: lower fuel consumption,
less driver time, less frequent need to replace equipment, and less pollution.
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Second, suppliers avoid exposure risks. In traditional inexpressive markets, the sup-
pliers face exposure problems when bidding. That makes bidding difficult. To illustrate
this point, consider a simple auction of two trucking tasks: the first from Pittsburgh to
Los Angeles, and the second from Los Angeles to Pittsburgh. If a carrier wins one of
the tasks, he has to factor in the cost of driving the other direction empty. Say that his
cost for the task then is . per mile. On the other hand, if he gets both tasks, he
does not have to drive empty, and his cost is . per mile. When bidding for the first
task in an inexpressive auction, it is impossible to say where in the .–. range he
should bid, because his cost for the first task depends onwhether he gets the second task,
which in turns depends on how other carriers will bid. Any bid below . exposes the
carrier to a loss in case he cannot profitablywin the second task. Similarly, bidding above
. may cause him to lose the deal on the first task, although it would be profitable
to take on that task if he wins the second task. In an expressive auction, the buyer can
price each of the tasks separately, and price the package of them together, so there is no
exposure problem. (For example, he can bid . per mile for the first task, . per
mile for the second task, and . per mile for the package of both tasks. Of course,
he can also include a profit margin.) Therefore bidding is easier: the bidder does not
have to speculate what other suppliers will bid in the later auctions. Also, the tasks get
allocated optimally because no bidder gets stuck with an undesirable bundle, or misses
the opportunity to win when he is the most efficient supplier. Furthermore, when there
is an exposure problem, the suppliers hedge against it by higher prices. Removal of the
bidders’ exposure problems thus also lowers the buyer’s sourcing cost.
Third, by expressive bidding with side constraints (such as capacity constraints), each

supplier can bid on all bundles of interest without being exposed to winning so much
that handling the business will be unprofitable or even infeasible. This again makes
bidding easier because—unlike in inexpressive markets—the supplier does not have to
guess which packages to commit his capacity to. (In an inexpressive market, making
that guess requires counterspeculatingwhat the other suppliers are going to bid, because
that determines the prices at which this supplier can win different alternative packages.)
This also leads to more efficient allocations compared to those in inexpressive markets
because in those markets each bidder needs to make guesses as to what parts of the
business he should bid on, and those might not be the parts for which he really is the
most efficient supplier.
Fourth, expressive bidding allows more straightforward participation in markets

because the strategic counterspeculation issues that are prevalent in non-combinatorial
markets can be mitigated, as discussed earlier. This leads to wider access to the bene-
fits of ecommerce because less experienced market participants are raised to an equal
playing field with experts. This yields an increase in the number of market participants,
which itself leads to further economic efficiency and savings in sourcing costs. Broader

 In fact, with full expressiveness, in principle, truthful bidding can be made a dominant strategy by
using Vickrey–Clarke–Groves pricing. However, as I will discuss later, that is not practical here.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 tuomas sandholm

access also stems from the buyer not lotting the items and thus facilitating competition
from small suppliers as well.
Fifth, in basic reverse auctions, the buyer has to pre-bundle items into lots, but he

cannot construct the optimal lotting because it depends on the suppliers’ preferences.
With expressive commerce, items do not have to be pre-bundled. Instead, the market
determines the optimal lotting (specifically, the optimizer determines the optimal allo-
cation based on the expressive bids and the expressions from the buyer). This way, the
economically most efficient bundling is reached, weeks are not wasted on pre-bundling,
and suppliers that are interested in different bundles compete. As a sideeffect, small
suppliers’ bids taken together end up competing with large suppliers.
Sixth, expressive bidding fosters creativity and innovation by the suppliers. This

aspect is highly prized by both the suppliers and buyers. It can also yield drastic savings
for the buyer due to creative construction of lower-cost alternates.
Overall, expressive bidding yields both lower prices and better supplier relationships.

In addition to the buyers (our customers), suppliers are also providing very positive
feedback on the approach.They especially like that they () also benefit from expressive
bidding (unlike in traditional reverse auctions, where their profitmargins get squeezed),
() can express their production efficiencies, and () can express differentiation and
creative offers. In fact, suppliers like expressive commerce so much that they agree
to participate in expressive commerce even in events that they boycotted when basic
reverse auctions had been attempted. Furthermore, perhaps the best indication of sup-
plier satisfaction is the fact the suppliers are recommending the use of our approach and
software to buyers.
Thebenefits of expressiveness can be further enhanced bymultiple buyers conducting

their sourcing in the same event.This provides an opportunity for the bidders to bundle
across the demands of the buyers, and also mitigates the exposure risks inherent in
participating in separate events. As an example, in spring  we conducted an event
where Procter & Gamble and its two largest customers, Walmart and Target, jointly
sourced their North America-wide truckload transportation services for the following
year (Sandholm et al., ). This enabled the carriers to construct beneficial backhaul
deliveries and multi-leg routes by packaging trucking lanes across the demand of the
three buyers. This was a large event. Procter & Gamble’s volume alone exceeded 
million.

Expressive allocation evaluation
by the bid taker

....................................................................................................................................................................

The second half of expressive commerce is expressive allocation evaluation, where the bid
taker (i.e., buyer in the case of sourcing) expresses preferences over allocations using a
rich, precise, and compact language that is also natural in the buyer’s business. It can
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be used to express legal constraints, business rules, prior contractual obligations, and
strategic considerations.
In our experience, different types of side constraints offer a powerful form of expres-

siveness for this purpose. For example, the buyer can state: “I don’t want more than 
winners (in order to avoid overhead costs),” “I don’t want any one supplier to win more
than  (in order to keep the supply network competitive for the long term),” “I want
minority suppliers to win at least  (because that is the law),” “Carrier X has to win
at least  million (because I have already agreed to that),” etc. Our system supports
hundreds of types of side constraints.
Our system also has a rich language for the buyer to express how item attributes

(such as delivery date or trans-shipment specifications) and supplier attributes (such
as reputation) are to be taken into account when determining the allocation of business
(Sandholm and Suri, b).
A professional buyer—with potentially no background in optimization—can set up

a scenario in our system by adding constraints and preferences through an easy-to-use
web-based interface. A simple example is shown in Figure .. To set up each such
expression, the buyer first chooses the template expression (e.g., “I don’t wantmore than
a certain number of winners,” or “I want to favor incumbent suppliers by some amount”)
from a set of expressions that have been deemed potentially important for the sourcing
event in question by the person who configured the event within our software tool. He
then selects the scope to which that expression should apply: everywhere, or to a limited
set of items, bid rounds, product groups, products, sites, and business groups. Finally,
he selects the exact parameter(s) of the constraint, for example exactly how many win-
ners are allowed. Constraints and preferences can also be uploaded from business rule
databases. Once the buyer has defined the scenario consisting of side constraints and
preferences, he calls the optimizer in our system to find the best allocation of business
to suppliers under that scenario.
Our software takes these high-level supply and demand expressions, automatically

converts them into an optimization model, and uses sophisticated tree search algo-
rithms to solve the model. We have faced scenarios with over . million bids (on
, items, multiple units of each) and over , side constraints, and solved
them to optimality.

Scenario navigation

Once (at least some of) the bids have been collected, the buyer can engage in scenario
navigation with the system. At each step of that process, the buyer specifies a set of
side constraints and preferences (these define the scenario), and runs the optimizer to
find an optimal allocation for that scenario. This way the buyer obtains a quantitative
understanding of how different side constraints and preferences affect the sourcing cost
and all other aspects of the allocation. In our system, the buyer can change/add/delete
any number of side constraints and preferences in between optimizations.
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figure .. A user interface for expressive allocation evaluation by the bid taker. Every sourc-
ing event has different expressiveness forms (selected from a library or preconfigured in a tem-
plate).This particular sourcing event was one of the simpler ones in that relatively few expressions
of constraints and preferences were included in the user interface. The buyer uses the interface
as follows. First, on the left (step ), he selects which one of the expressiveness forms he wants to
work on, and sets the parameter(s) for that form. Then, on the right (step ) he selects the scope
to which this rule is to be applied. In step , he presses the “Add” button to add the rule, and a
restatement of the rule appears in natural language for verification (not shown). The buyer can
then add more rules to the same scenario by repeating this process. Finally, the buyer presses
the “Optimize” button (not shown) to find the optimal allocation for the scenario. This triggers
the automated formulation of all these constraints and preferences—together with all the bid
information that the bidders have submitted—into an optimization problem, and the solving of
the problem via advanced tree search.

Studying our sourcing events around , we found that a buying organization using
our system will navigate an average of about  scenarios per sourcing event. The
maximum we saw by then was ,. To navigate such large numbers of scenarios, fast
clearing is paramount.
Rapid clearing enables scenario navigation to be driven by the actual data (offers). In

contrast, most prior approaches required the scenario (side constraints and preferences,
if any) to be defined prior to analysis; there were insufficient time and expert modeling
resources to try even a small number of alternative scenarios. Data-driven approaches
are clearly superior because the actual offers provide accurate costs for the various
alternative scenarios.
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Benefits of expressive allocation evaluation

Through side constraints and preference expressions, the buyer can include business
rules, legal constraints, logistical constraints, and other operational considerations to
be taken into account when determining the allocation. This makes the auction’s allo-
cation implementable in the real world: the plan and execution are aligned because the
execution considerations are captured in the planning.
Second, the buyer can include prior (e.g., manually negotiated) contractual commit-

ments in the optimization. This begets a sound hybrid between manual and electronic
negotiation. For example, he may have the obligation that a certain supplier has to
be allocated at least eighty truckloads. He can specify this as a side constraint in our
system, and the systemwill decidewhich eighty truckloads (ormore) are the best ones to
allocate to that supplier in light of all other offers, side constraints, and preferences.This
again makes the allocation implementable. (A poor man’s way of accomplishing that
would be to manually earmark some of the business to the prior contracts. Naturally,
allowing the system to do that earmarking with all the pertinent information in hand
yields better allocations.)
Third, the buyer obtains a quantitative understanding of the tradeoffs in his supply

network by scenario navigation; that is, by changing side constraints and preferences
and reoptimizing, the buyer can explore the tradeoffs in an objective manner. For
example, he may add the side constraint that the supply base be rationalized from 
to  suppliers. The resulting increase in procurement cost then gives the buyer an
understanding of the tradeoff between cost and practical implementability. As another
example, the buyer might ask: If I wanted my average supplier delivery-on-time rating
to increase to , how much would that cost? As a third example, the buyer might
want to see what would happen if he allowed a supplier to win up to  of the business
instead of only . The system will tell the buyer how much the sourcing cost would
decrease.The buyer can then decide whether the savings outweigh the added long-term
strategic risks such as vulnerability to that supplier’s default and the long-term financial
downside of allowing one supplier to become dominant.
Fourth, quantitative understanding of the tradeoffs also fosters stakeholder alignment

on the procurement team, because the team members with different preferences can
base their discussion on facts rather than opinions, philosophies, and guesswork. The
buyer is typically not an individual but an organization of several individuals with
different preferences over allocations. Finance people want low sourcing cost, plant
managers want small numbers of suppliers, marketing people want a high average
carrier-delivery-on-time rating, etc. Scenario navigation enables the organization to
better understand the available tradeoffs.

Feedback to bidders, and its interaction with scenario navigation
Allowing the bid taker to conduct scenario navigation introduces interesting issues. If
scenario navigation is allowed, the sourcing mechanism is not uniquely defined from
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the perspective of the bidders. This is because scenario navigation by the bid taker
changes the rules of the game for the bidders. Therefore, one could argue that a sourc-
ing mechanism with scenario navigation is not an auction at all. Beyond semantics,
this also affects the bidders’ incentives, and this is one reason why we (and to my
knowledge all other expressive sourcing vendors nowadays) use the first-price (i.e., pay
your winning bids) pricing rule instead of mechanisms that are incentive compatible
without scenario navigation, notably the Vickrey–Clarke–Groves (VCG) mechanism.
While our market-clearing engine supports both first-price and VCG pricing, none of
our customers has wanted to use the latter. Therefore, in the sourcing platform we offer
the former.
Scenario navigation also has an interesting interaction with quotes: if the bid taker

changes the rules later on, then how should the price quote on a bundle (or any other
kind of quote) be computed?The quote depends on the scenario, but when the scenario
is not (yet) fixed, quotes are ill-defined.
One practical solution that we used is to provide quotes (or other feedback) based

on the current scenario with the understanding that the feedback may not be accu-
rate in light of the final scenario. This is in line with the standard understanding that
quotes are not accurate anyway because they may change as other bidders change their
bids.
Another, very practical, but limited, approach that our software offers is to provide

quotes of the kind that do not depend on the scenario, such as giving bidders feedback
on their bids on individual items only (e.g., “you are currently the seventh-lowest bidder
on item x” or “your bid on item x is . higher than the lowest bid”). One can also
offer feedback to bidders on what items are sparsely covered by bids; that helps bidders
focus their bidding on “opportunities”.
A third possibility in our system, which is sometimes used by our customers for fast

auctions with only tens of items, is to force the bid taker to lock in the scenario before
bidding starts.That enables accurate quotes but precludes the bid taker from conducting
scenario navigation in a data-driven way based on the bids.
Another possible approach is to constrain how the bid taker can change the scenario.

For instance, he may be allowed to tighten, but not loosen, constraints during the
sourcing process. Depending on the constraints, non-trivial upper or lower bounds on
quotes may then be well defined, and even bounds can give useful guidance to bidders
on which bundles they should focus their valuation determination and bidding effort.
Our system supports sealed-bid events (winners are determined at the end), events

that have multiple (usually two or three) rounds (winners are determined and feedback
provided at the end of each round), and “live” events (winners are determined and
feedback provided every time anyparticipant expresses anything new).All three formats
have been used extensively by our customers. In the live and multi-round formats,
we require that a bidder’s change in his offer not make the allocation worse (for one,
otherwise early bids would be meaningless because they could be pulled out). An idea

 Sandholm (a) discusses how one can compute quotes for bundles in a combinatorial auction.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

generalized combinatorial multi-attribute auctions 

for the future is to give detailed feedback only at the end of each bidding round but
coarser feedback all the time. One could even use “mini-rounds” within each round for
medium-granularity feedback, and so on.
Our customers have typically not been very concerned about collusion because the

number of suppliers tends to be large, the bid taker often has the most negotiation
power, and he knows what prices should be expected quite well. Live events run the
risk of supporting collusion, while sealed-bid events tend to deter collusion because
the parties of a potential coalition have an opportunity to “stab each other in the back”
without the other parties observing their actions until the auction is over—when it is
too late to respond. The multi-round format tries to get the best of both worlds: giving
bidders feedback between rounds in order to help focus their valuation determination
and bidding effort, while at the same time having a back-stabbing opportunity at the
end.
It is not known what kind of feedback is best in order to minimize sourcing cost.

Under stylized assumptions in the single-item auction setting, the revenue equivalence
theorem states that the open-cry format and sealed-bid format yield equal expected
revenue. However, if bidders’ valuation distributions are asymmetric, either can have a
higher expected revenue than the other (Maskin andRiley, ). In onemetal-sourcing
event we knew that one of the suppliers had a cost significantly below the rest. We
therefore chose a sealed-bid format so that supplier could not know exactly how low
he needed to bid to win; rather, he would ensure winning by going lower than that. I
will discuss research related to revenue-maximizing (cost-minimizing) combinatorial
auctions in the last section of this chapter.

Additional tools for the bid taker
Sometimes the buying organization can get carried away with controlling the alloca-
tion with side constraints to the extent that no feasible allocation exists. To help the
bid taker in that situation, we developed a feasibility obtainer as an extension of our
market-clearing (a.k.a. winner determination) technology where the optimizer finds
a minimum-cost relaxation of the constraints if the scenario is overconstrained. Each
constraint can have a different percentage relaxation cost. The feasibility obtainer can
yield allocations that have high sourcing cost. To address this, we developed an optimal
constraint relaxer. It finds a solution that minimizes the sum of sourcing cost and
constraint relaxation cost.
Sometimes the bid taker can contact bidders to encourage certain bids, but this takes

time and uses up favors with the bidders. Using optimization we developed a method-
ology and algorithms for deciding what favors to ask. In addition to the usual inputs
to the market-clearing optimization, the bid taker can state how he expects he could
improve the suppliers’ offers by negotiating with them, and then asks the optimizer how
he should negotiate in light of all of the inputs so as to minimize his total sourcing cost.
For example, “If I can improve five discount schedules by  each, which five should I
negotiate?”
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Our system also provides coverage feedback to the bid taker so he can encourage
bidders to submit bids on items that are thinly covered by bids.
The bid taker typically has the option to source items bymeans other than the current

auction. He can buy from existing catalog prices, negotiate manually, or hold another
auction. Which items should be bought in the current auction and which should be
sourced in these other ways? Our system enables the bid taker to optimize this decision.
This is accomplished by simply inserting phantom bids into our system to represent
the cost at which items (or bundles) can be sourced by others means than the current
auction. The clearing algorithm then optimizes as usual; whatever items are won by
phantom bids are sourced by the other means. This approach is important because it
allows some items not to be sourced in the auction if their bid prices are too high.
This is a way of accomplishing automated demand reduction, and is used in most of
our auctions. In some of our sourcing events—mainly single-itemmulti-unit ones—we
also used another form of automated demand reduction, where the bid taker specifies
a price–quantity curve and if the current point is above the curve, demand is automat-
ically reduced.

Time to contract in expressive commerce

The time to contract is reduced from severalmonths toweeks because nomanual lotting
is required, all suppliers can submit their offers in parallel, what-if scenarios can be
rapidly generated and analyzed, and the allocation is implementable as is. This causes
the cost savings to start to accrue earlier, and decreases the human hours invested.

Automated item configuration

An additional interesting aspect of bidding with cost drivers and alternates (e.g., using
attributes) is that the market-clearing (a.k.a. winner determination) algorithm not only
decides who wins, but also ends up optimizing the configuration (setting of attributes)
for each item. In deciding this, the optimizer, of course, also takes into account the
buyer’s constraints and preferences.

Automated supply network configuration

In many of the sourcing events we conducted, we did not commit to a particular supply
network up front, but rather collected offers for pieces of all possible supply networks.
We then let winner determination—as a side-effect—optimize the supply networkmul-
tiple levels upstream from the buyer.This is in sharp contrast to the traditional approach,
where the supply network is designed first, and then one sources to the given network.
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As an example of this new paradigm, in a sourcing event where Procter & Gamble
(P&G) sourced in-store displays using our hosting service and technology, we sourced
items from different levels of the supply network in one event: buying colorants and
cardboard of different types, the service of printing, the transportation, the installation
services, etc. (Sandholm et al., ). Some suppliers made offers for some of those
individual items while others offered complete ready-made displays (which are, in
effect, packages of the lower-level items), and some bid for partial combinations. The
market clearing determined the lowest-cost solution (adjusted for P&G’s constraints
and preferences) and thus, in effect, configured the supply network multiple levels
upstream.
I will now discuss this event in more detail. P&G uses pre-packed displays to help

retailers merchandise its products. A display can contain different sizes of one product
or contain multiple products, for example Crest� toothpaste and Scope� mouthwash.
Retail stores place displays in the aisles or in promotional areas when there is some
special activity, such as a sale and/or a coupon for the brand. P&G spends  million
annually in North America on these displays.
Based on individual product-promotion schedules and display requirements, man-

agers typically used incumbent suppliers to design, produce, and assemble turnkey
displays for easy setup in the stores.While these solutions were of high quality, there was
little visibility into the costs and quality of alternate methods. P&G’s corporate sourcing
team thought that there could be a more efficient way to source displays, and wanted
to understand the cost tradeoffs between buying the traditional turnkey displays and
buying components, leveraging the size of P&G’s entire operations.

Process
The P&G–CombineNet project team developed and executed a sourcing implementa-
tion designed to allocate P&G’s annual spending on displays across a more efficiently
utilized supplier base, while also improving the reliability and quality of display produc-
tion and services. The plan contained three key elements:

• A bidding structure designed to capture component-specific information.
• A simple way for suppliers to understand and participate in the bidding process.
• Advantages for P&G’s productmanagers that encouraged them to embrace the new
process.

P&G’s purchasing department invited all of the incumbents and some new suppliers
to bid on the company’s annual volume of displays. P&G’s new capability to collect
detailed cost information and solicit expressive or creative offers from suppliers allowed
the purchasing organization to put up for bid each of the supply network cost drivers
that contributed to the final cost of the display, such as display components as well as
assembly and shipping costs that increase the base cost of the display materials. The
purchasing department collected detailed information on the costs of materials, such as
corrugated paper, film, and trays that hold the product, the costs of holding inventory,



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 tuomas sandholm

of freight, and of printing. It invited suppliers to bid on specification and then to make
alternate off-specification bids that would allow suppliers to suggest ways to reduce
the cost of the display. (For example, using three-color printing instead of four-color
printing for the header card, which advertises the product, would reduce its cost.)
Of the forty suppliers that participated in the sourcing event, some were manufactur-

ers only, some were assemblers only, and some could manufacture and assemble. There
were four display categories (pallets, special packs, pigment/dye/quick trays, and wings
and floor stands) covering fourteen benchmark and unique displays. For roughly 
display components, suppliers offered piece prices, substrate fluctuations, other fixed
and variable costs, assembly rates, packaging, and freight.There were two online rounds
of bidding followed by one round of offline negotiation.
For suppliers, the flexibility of component-based bidding and the unique expres-

sive bidding format allowed them to bid on their own terms, including volume dis-
counts, bundled pricing, and alternate products or services. P&G encouraged the
suppliers to submit two sets of bids, one identifying prices for full turnkey displays
(including the aspects of production handled by others in their alliance networks)
and a second bid for only those display components and services they could supply
directly.
For P&G, the larger more complex set of data generated greater business insight

when analyzed using our scenario navigation tool that enabled P&G to quickly and
easily consider a large number of what-if scenarios by changing side constraints and
preferences.

Results
The unconstrained savings were nearly  compared to the previous year’s prices.The
implementable savings (that is, the savings P&G could achieve after applying its side
constraints and preferences) were nearly  ( million annually). The collaborative
planning produced insights into costs and strengthened P&G’s relationships with its
suppliers. P&G’s annual procurement cycle dropped from twenty to eight weeks, with
the time for finding allocations to scenarios reduced from days to seconds.
P&G used our scenario navigation to assess the cost impact of constraints and

preferences, such as favoring incumbent suppliers, and the cost of different mixes of
display components. P&G gained the ability to separate the true cost of must-have
components and services from nice-to-haves. This let P&G compare the cost of a sup-
plier’s turnkey display to the total cost of sourcing the display as its components and
then managing the process. P&G realized it could allocate much of its spending more
efficiently.
The bidding and award process also improved P&G’s relationships with its suppliers

by promoting collaboration and allowing suppliers to leverage their strengths. Our
expressive bidding format gave suppliers an opportunity to bid on their own terms
and did not commoditize their offerings. Both P&G and its suppliers benefited from
a consolidated and easy-to-manage sourcing cycle.
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Expressive commerce as a generalization
of combinatorial auctions

....................................................................................................................................................................

A relatively simple early form of expressive commerce was a combinatorial reverse auc-
tion (Sandholm et al., ), where the only form of expressiveness that the suppliers
have is package bidding, and the buyer has no expressiveness. A predecessor of that
was a combinatorial auction where the bidders are the buyers (and there is only one
unit of each item and no side constraints). Combinatorial auctions (Rassenti et al.,
; Sandholm , b; Ledyard et al., ; Rothkopf et al., ; Kwasnica
et al., ; Sandholm et al., ; Sandholm and Suri, ; Hoos and Boutilier, ;
Boutilier ; deVries and Vohra, ) enable bidders to express complementarity
among items (the value of a package being more than the sum of its parts) via package
bids. Substitutability (the value of a package being less than the sum of its parts) can
also be expressed in some combinatorial auctions, usually using different languages for
specifying mutual exclusivity between bids (Sandholm, a,b; Fujishima et al., ;
Nisan, ; Hoos and Boutilier, ).
Expressiveness leads to more economical allocations of the items because bidders

do not get stuck with partial bundles that are of low value to them. This has been
demonstrated, for example, in auctions for bandwidth (McMillan, ; McAfee and
McMillan, ), transportation services (Sandholm, , , ; Caplice and
Sheffi, ), pollution rights, airport landing slots (Rassenti et al., ), and carrier-
of-last-resort responsibilities for universal services (Kelly and Steinberg, ).
However, package bids and exclusivity constraints are too impoverished a language

for real-world sourcing. While any mapping from bundles to real numbers can be
expressed in that language in principle, the real-world preferences in sourcing cannot
be easily, naturally, and concisely expressed in it. Starting in , we tackled this
challenge and generalized the approach to expressive commerce, with the language
constructs discussed earlier. Similar approaches have recently been adopted by others,
but for drastically less complex events (orders of magnitude smaller and less expressive)
(Hohner et al., ; Metty et al., ).
The use of our richer expressiveness forms (rather than mere canonical package bids

with exclusivity constraints) is of key importance for several reasons:

• Bidders can express their preferences in the language that is natural in their
domain.

• Bidders can express their preferences concisely. To illustrate this point, consider the
following simple example. A bidder has no production efficiencies and thus has a
fixed price for each item regardless of what other items he produces. However, he
has a capacity constraint. In our bidding language, he can simply express a price
for each item and a capacity constraint. In contrast, in the classical combinatorial
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auction bidding languages, the supplier would have to submit bids for an exponen-
tial number of packages.

• Due to this conciseness, the bids are easy to communicate to the bid taker.
• Our bidding constructs maintain the natural structure of the problem (rather than
mapping this structure into a format that allows only package bids with exclusivity
constraints). The clearing algorithms take advantage of that structure in many
ways, for example in generating cutting planes, deciding what variables to branch
on, and so on.

Optimization techniques to enable
expressive commerce

....................................................................................................................................................................

A significant challenge in making expressive commerce a reality is that the expressive-
ness makes the problem of allocating the business across the suppliers an extremely
complex combinatorial optimization problem. Specifically, the clearing problem (a.k.a.
winner determination problem) is that of deciding which bids to accept and reject (and
to what extent in the case of partially acceptable bids) so as to minimize sourcing cost
(adjusted for preferences) subject to satisfying all the demand and all side constraints.
Even in the vanilla combinatorial reverse auction where the only form of bidding
is package bidding, and no side constraints or preferences are allowed, the clearing
problem is NP-complete and inapproximable in the worst case in polynomial time
(Sandholm et al., ). Expressive commerce is a much richer problem; thus the NP-
hardness and inapproximability carry over. Müller et al. () review the worst-case
complexity of the clearing problem of different variants of combinatorial auctions.Thus
sophisticated techniques are required.
Prior to our system, no technology was capable of solving clearing problems of the

scale and expressiveness that our customers required; for example, Hohner et al. ()
found integer programming techniques to be effective for problems only as large as 
items and , bids. In , P&G gave us a trial instance of trucking services sourcing
that took a competing optimization product thirty minutes to solve. Our system solved
it optimally in nine seconds. While that was already a decisive speed difference, since
that time our technology development has yielded a further speed improvement of two
to three orders of magnitude.
There is significant structure in the expressive commerce problem instances, and it is

paramount that the optimizer be able to take advantage of the structure. Mixed integer
programming (MIP) techniques, which use tree search, are quite good at this, and our
software takes advantage of them. However, the techniques embodied in the leading
general-purpose MIP solvers alone are not sufficient for the clearing problem.
Our system uses sophisticated tree search to find the optimal allocation. Given that

the problem is NP-complete, in the worst case the run-time is super-polynomial in
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the size of the input (unless P=NP). However, in real-world sourcing optimization the
algorithms run extremely fast: themedian run time is less than a second and the average
is twenty seconds, with some instances taking days. The algorithms are also anytime
algorithms: they provide better and better solutions during the search process.
I began algorithmdevelopment in , and over ten years CombineNet grew to have

sixteen people on my team working on the algorithms, half of them full time. The team
has tested hundreds of techniques (some from the AI and operations research literature
and some invented by us) to see which ones enhance speed on expressive commerce
clearing problems. Some of the techniques are specific to market clearing, while others
apply to combinatorial optimization more broadly. We published the first generations
of our search algorithms (Sandholm, a; Sandholm and Suri, ; Sandholm et al.,
). The new ideas in these algorithms included:

• different formulations of the basic combinatorial auction clearing problem—
branching on items (Sandholm, a), branching on bids (Sandholm and Suri,
; Sandholm et al., ), andmulti-variable branching (Gilpin and Sandholm,
)

• upper and lower bounding across components in dynamically detected decompo-
sitions (Sandholm and Suri, ; Sandholm et al., )

• sophisticated strategies for branch question selection (Sandholm, a, ;
Sandholm and Suri, ; Sandholm et al., )

• dynamically selecting the branch selection strategy at each search node (Sandholm,
; Sandholm et al., )

• the information-theoretic approach to branching in search (Gilpin and Sandholm,
)

• sophisticated lookahead techniques (Sandholm, ;Gilpin and Sandholm, )
• solution seeding (Sandholm, )
• primal heuristics (Sandholm, ; Sandholm et al., )
• identifying and solving tractable cases at nodes (Sandholm and Suri, ; Sand-
holm et al., ; Sandholm, ; Conitzer et al., )

• techniques for exploiting part of the remaining problem falling into a tractable class
(Sandholm, ; Sandholm and Suri, )

• domain-specific preprocessing techniques (Sandholm, a)
• fast data structures (Sandholm, a; Sandholm and Suri, ; Sandholm et al.,
)

• methods for handling reserve prices (Sandholm, a; Sandholm and Suri, )
• incremental winner determination and quote computation techniques (Sandholm,
a).

Sandholm () provides an overview of the techniques.
We also invented a host of techniques for the search algorithms that we have decided

to keep proprietary for now.They include different formulations of the clearing problem,
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new branching strategies, custom cutting plane families, cutting plane generation and
selection techniques, etc.
Since around ,we have beenusingmachine learningmethods to predict howwell

different techniques will perform on specific instances at hand. (For this purpose, an
instance is represented by about fifty hand-selected numeric features.)This information
can be used to select the technique for the instance at hand, to give time estimates to
the user, and so on. Our solver has several dozen important parameters and each of
them can take on several values.Therefore, ourmachine learning approach of setting the
parameters well on an instance-by-instance basis is significantly more challenging and
more powerful than using machine learning to select among a handful of hard-wired
solvers, an approach that has been pursued in academia in parallel (e.g., Leyton-Brown
et al., ). More recently, machine learning-based parameter tuning for optimization
algorithms has become a popular research topic in academia (see, e.g., Xu et al., ).
While the literature on combinatorial auctions hasmainly focused on a variant where

the only form of expressiveness is package bidding (sometimes supplemented with
mutual exclusion constraints between bids), in our experience with sourcing problems
the complexity is dominated by rich side constraints. Thus we have invested signifi-
cant effort into developing techniques that deal with side constraints efficiently. We
have faced several hundred different types of real-world side constraints. Our system
supports all of them. We abstracted them into eight classes from an optimization per-
spective so that the speed improvements we build into the solver for one type of side
constraint get leveraged across all side constraint types within the class.
The resulting optimal search algorithms are often , times faster than others.The

main reason is that we specialize on a subclass of MIP problems and have over ,
real-world instances on which to improve its algorithms. This speed has allowed our
customers to handle drastically larger and more expressive sourcing events. The events
have sometimes had over .million bids (on , items, multiple units of each) and
over , side constraints.
State-of-the-art general-purpose MIP solvers are inadequate also due to numeric

instability. They err on feasibility, optimality, or both, on about  of the sourcing
instances We have invested significant effort on stability, yielding techniques that are
significantly more robust.

Hosted optimization for sourcing
professionals

....................................................................................................................................................................

Our backend clearing engine, ClearBox, is industry independent, and the interface to it
is through our Combinatorial Exchange Description Language (CEDL), an XML-based
language that allows ClearBox to be applied to a wide variety of applications by the
company and its partners (see Figure .).
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ClearBoxTM (clearing engine)
Automated problem formulation
Sophisticated tree search

Combinatorial Exchange Description
LanguageTM (CEDLTM)

User interface application
Event management by the buyer(s)
Bidding by the suppliers
Analysis by the buyer(s)

Industry-specific template

Industry-specific template

...

figure .. Advanced sourcing application platform. The platform is hosted on a server farm
with multiple instantiations of each component The system also includes modules for clearing
management, server farm management, secure databases, etc. (not shown)

Intuitive web-based interfaces designed for the buyer and for the suppliers bring the
power of optimization to users with expertise in sourcing, not in optimization.Theusers
express their preferences through interfaces that use sourcing terminology. The inter-
faces support simple click-through interaction rather than requiring the user to know
special syntax. The approach allows sourcing professionals to do what they are best at
(incorporating sourcing knowledge such as strategic and operational considerations)
and the optimizer to do what it is best at (sifting through huge numbers of allocations
to pick the best one).
For every event, separate front ends are instantiated that support only those bidding

and allocation evaluation features that are appropriate for that event. This makes the
user interfaces easier and more natural to use by sourcing professionals. User training
typically takes a few hours. New front ends typically take a few days or weeks to go from
project specification to deployment. Instantiation of a front end can start from a clean
slate with the entire configuration space of the system available. As an alternate, we also
provide templates that are specific to industry and sourcing category, so as to accelerate
the configuration process.
The user interfaces feed CEDL into ClearBox, and ClearBox then automatically for-

mulates the optimization problem for our search algorithms. This contrasts with the
traditional mode of using optimization, where a consultant with optimization expertise
builds the model. The automated approach is drastically faster (seconds rather than
months) and avoids errors.
Ourweb-based products and software-as-a-service (SaaS) businessmodelmake opti-

mization available on demand. No client-side software installation is necessary. This
also avoids hardware investments by customers. We buy the hardware and leverage
it across customers, each with temporary load. The SaaS model allows us to quickly
and transparently tune our algorithms, and to provide enhancements to all customers
simultaneously. The solution is also offered through consulting firms.
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Impact
....................................................................................................................................................................

The new sourcing paradigm and technology have already had significant impact.
Between December  and June , we used our system to host over  highly
combinatorial sourcing events, totaling a spend of about  billion. The individual
events ranged from  million to  billion, representing the most complex combina-
torial auctions ever conducted. They spanned a broad range of categories such as:

• transportation: truckload, less-than-truckload, ocean freight, dray, bulk, inter-
modal, small parcel, air freight, train, fleet, freight forwarding, and other

• direct materials: sugars/sweeteners, meat, vegetables, honey, starches, colorants,
fibers/non-wovens, steel, fasteners, solvents, chemicals, casings, resins, and
polymers

• packaging: cans/ends, corrugates, corrugated displays, flexible film, folding cartons,
labels, foam trays/pads, caps/closures, shrink and stretch films, bags, pulp, pallets,
and printed instructions

• indirect materials: management, repair, and operations (a.k.a. MRO) (electrical
supplies, filters, pipes/valves/fittings, power transmissions, pumps, safety supplies,
office supplies, lab supplies, file folders, solvents, and furnishings), chemicals
(cylinder gasses, fuels, and other), technology (laptops/desktops and cameras),
leased equipment, fleet vehicles, and promotional items

• services: security, janitorial, legal, patent/trademark, consulting, equipment main-
tenance, temporary labor, marketing, customization, insurance, shuttling/towing,
warehousing, pre-press, and advertising

• healthcare: pharmaceuticals as well as medical/surgical equipment and supplies
• telecommunication: sourcing wireless plans for employees of companies.

From this we conclude that the market design that we created for combinatorial multi-
attribute markets indeed has an appropriate level of generality. We believe that it can
serve as a model for the structuring of such markets in most applications.
At the point where we had cleared  billion of sourcing spend through our system,

we conducted a study of those sourcing events. Over sixty buyer companies used our
system and they were mostly among the Global ,. A total of over , supplier
companies bid in our system. We had delivered hard-dollar savings of . billion
(. of spend) to our customers (i.e., the buyers) in lowered sourcing costs. The
savings were measured compared to the prices that the buyer paid for the same items
the previous time the buyer sourced them (usually twelve months earlier). The .
billion is the implementable savings that the system yielded after the buyer had applied

 CombineNet was acquired in . The company continues to operate, but my most recent data are
as of the acquisition time.
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side constraints and preferences; the unconstrained savings (which can be viewed as
the savings arising from expressive bidding before the buyer expresses constraints and
preferences) was . billion (.). The savings figure is noteworthy especially tak-
ing into account that, during the same time period, the prices in the largest segment,
transportation, increased by – in the market overall.
The savings number does not include the savings obtained by suppliers, which are

harder to measure because the suppliers’ true cost structures are proprietary. However,
there is strong evidence that the suppliers also benefited, so a win–win was indeed
achieved: () suppliers that have participated in expressive commerce events are recom-
mending the use of that approach to other buyers, () on numerous occasions, suppliers
that boycotted reverse auctions (offered by other sourcing system vendors) came back
to the “negotiation table” once we introduced expressive commerce for the sourcing
event, and () suppliers are giving very positive feedback about their ability to express
differentiation and provide creative alternatives.
The savings number also does not include savings that stem from reduced effort and

compression of the event timeline from months to weeks or even days.
The cost savings were achieved while at the same time attaining the other advantages

of expressive commerce discussed earlier, such as better supplier relationships (and bet-
ter participation in the events), redesign of the supply network, implementable solutions
that satisfy operational considerations, and solutions that strike tradeoffs in a data-
driven way and align the stakeholders in the buying organization. See also Sandholm
et al. () and case studies at<http://www.CombineNet.com>.
CombineNet grew to  full-time employees (about half of them in engineering)

and a dozen academics as advisors. The company has operations on four continents,
with headquarters in Pittsburgh, Pennsylvania.

Summary of key lessons learned
....................................................................................................................................................................

In this section I will distill some of the key lessons learned from this experience.

• (Generalization of) combinatorial auctions can be practical even in settings with
tens of thousands of items, large numbers of units each item, hundreds of thou-
sands of side constraints, and millions of bids.

• Combinatorial and multi-attribute auctions can be soundly hybridized into a
general domain-independent market design. It can be embodied in easy-to-use,
application-independent, hosted software.

• On larger scales, practicality requires a bidding language that is compact and
natural.The canonical bidding language of combinatorial auctions—namely pack-
age bidding (with forms of exclusivity constraints between packages to express
substitutability)—does not scale (if used alone).
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• Bidders, as well as the bid taker, almost always have preferences that are so rich that
they cannot be modeled in a linear program. Rather, both continuous and discrete
variables are necessary for their modeling.

• For scalability of communicating the optimization problem to the market-clearing
engine, and for scalability of that optimization, one should retain the structure
inherent in the bidding language within the optimization model (rather than
expanding that input into a canonical language of package bids and exclusivity
constraints).

• By retaining this structure, the clearing problem can typically be solved to provable
optimality quickly, so the fact that the problem is NP-complete and worst-case
inapproximable in polynomial time is not a prohibitive obstacle. Even on instances
where the optimization does not solve to optimality quickly, typically solutions
that are provably near optimal are found quickly—ones with much better quality
guarantees than those provided by approximation algorithms that run in worst-
case polynomial time.

• Typically the bid taker has additional preferences and constraints beyond cost
minimization, but these tend to be hard to articulate up front. Rather, bid takers
like to conduct scenario navigation with (at least some of) the bids in hand.

• Incentive-compatible mechanisms seem to be undesirable, at least in sourcing.
One reason is that such mechanisms are not actually incentive compatible in real-
ity, since related auctions are conducted repeatedly over years with roughly the
same bidders and items. Another reason is that scenario navigation compromises
incentive compatibility evenwithin a single sourcing event. Additional undesirable
aspects of incentive-compatible auctions are discussed in Rothkopf et al. (),
Sandholm (), Conitzer and Sandholm (), Ausubel and Milgrom (),
andRothkopf (). First-price (pay-your-winning-bids)mechanisms are natural
and seem to work well.

Challenges and future work
....................................................................................................................................................................

Our experiences in developing and fielding large-scale combinatorial markets have
uncovered many new issues that require further attention. In this section I will discuss
some of the main ones.

Is more expressiveness always better?

The experiences covered in the chapter show that increasing the expressiveness offered
to the market participants tends to increase the efficiency of the allocation. But is that
always so?
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We recently developed a theory that ties the expressiveness of mechanisms to their
efficiency in a domain-independent manner (Benisch and Sandholm, ). We intro-
duced two expressiveness measures, maximum impact dimension, which captures the
number of ways that an agent can impact the outcome, and shatterable outcome dimen-
sion, which is based on the concept of shattering from computational learning theory.
We derived an upper bound on the expected efficiency of anymechanismunder itsmost
efficient Nash equilibrium. Remarkably, it depends only on themechanism’s expressive-
ness. We proved that the bound increases strictly as we allow more expressiveness. We
also showed that in some cases a small increase in expressiveness yields an arbitrarily
large increase in the bound.
We then showed that in any private-values setting, the bound can always be reached

in pure strategy Bayes–Nash equilibrium (while achieving budget balance in expecta-
tion) In contrast, without full expressiveness, dominant-strategy implementation is not
always possible.
Finally, we studied channel-based mechanisms.They restrict the expressions of value

through channels from agents to outcomes, and select the outcomewith the largest sum.
Channel-basedmechanisms subsumemost combinatorial andmulti-attribute auctions,
theVCGmechanism, etc. In this class, a naturalmeasure of expressiveness is the number
of channels allowed; this generalizes the k-wise dependence measure of expressiveness
used earlier in the combinatorial auction literature (Conitzer et al., ). We showed
that our domain-independent measures of expressiveness increase strictly with the
number of channels allowed. Using this bridge, our general results yield interesting
implications, and a better understanding of problems such as the exposure problem. For
example, even a slight lack of expressiveness can result in arbitrarily large inefficiency—
unless agents have no private information.
The results mentioned in this section assume that the mechanism designer can create

the mechanism de novo for the allowed expressiveness level. Future research should
study the relationship between expressiveness and efficiency (and other objectives such
as sourcing cost) when the mechanism designer is forced to stay within some standard
allocation and pricing rules.

Revenue-maximizing (cost-minimizing) mechanism design

As an example of how more expressiveness is not always better when operating within
a given mechanism family, if one is using VCG, the bid taker can increase expected
revenue (analogously, reduce sourcing cost) by reducing expressiveness via careful
bundling. To see this, consider a simple auction for an apple and an orange with two
bidders. One bidder wants the apple and the other wants the orange. Fully expressive
VCG would allocate each item to the bidder who wants it, but there would be no
competition and zero revenue. In contrast, if the bid taker bundles the items so they
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must sell together, VCG revenue will equal the lower of the two bidders’ valuations for
the bundle.

More generally, it is open, even for just two items, how to design a revenue-
maximizing combinatorial auction.The design problem itself is NP-complete (Conitzer
and Sandholm, ), so it is unlikely that a short characterization can exist. Instead,
automated mechanism design holds promise for this (Sandholm et al., forthcoming).
Designing the mechanism tomake use of the prior of the bid taker seems to make sense

AQ: Is a word
missing here?
Prior what?in these settings where roughly the same event is conducted year after year and the bid

taker has the opportunity to learn. Of course, the bidders knowing that the bid taker is
learning for the purpose of cost minimization in the future may affect their bidding.

Automated scenario navigation

In basic scenario navigation, discussed earlier in this chapter, the bid taker changes
her preferences (hard and soft) and reoptimizes. She repeats this over and over (often
hundreds of times) until she finds a solution that is satisfactory to her in terms of the
tradeoff between her non-monetary preferences and economic value (sourcing cost in
the case of sourcing). However, the space of scenarios to navigate is infinite, so there
is no guarantee that even a reasonably good solution has been found. Furthermore, a
good solution could have been found with much less scenario navigation than the user
actually went through.
To address these issues, we pioneered automated scenario navigation (Boutilier et al.,

), and built a prototype of it on top of our sourcing system. Compared to basic
scenario navigation, it enables a more systematic and less wasteful navigation of the
scenario space.The system queries the sourcing team about their preferences, using, for
example, tradeoff queries (“how much hassle would an extra supplier be in dollars?—
give me an upper or lower bound in terms of dollars”) and comparison queries (“which
of these two allocations do you prefer?”).These two kinds of query are shown in Figures
. and ., respectively. The system decides the queries to pose in a data-directed
way so as to only ask the team to refine its preferences on an as-needed basis. (This
is desirable because internal negotiation in the team is costly in terms of time and
goodwill.) Specifically, based on all the offers that the suppliers have submitted, and
all answers to previous queries, the system strives to minimize maximum regret. At
each iteration of automated scenario navigation, the system finds a robust solution that
minimizes maximum regret (the regret is due to the fact that the sourcing team has not
fully specified its preferences, so for some preferences that are still consistent with the
answers so far, the system’s recommended allocation is not optimal). As the other step

 Vendors of inexpressive reverse auctions often justify bundling as a way to avoid cherry picking,
that is, suppliers bidding on just the “desirable” items, which would lead to poor—or no—bid coverage
of the “undesirable” items. This argument is incorrect, however, because items’ desirability is
determined by prices, which are set endogenously by the auction.
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ASN Next Step

Setup Home Monitor Event Surrogate Bidding Scenarios

Save slider values and
continue with sliders

Save Optimze Next

Save slider values, optimize and
continue with sliders

Save slider values, optimize and
begin allocation comparisons

Number of dollars for the elimination of one carrier

Number of dollars to increase the average service rating by 1.0%

Current Scenario:

Please use the sliders below to set minimum and maximum values for each feature. If the values are too coarse at first, try getting close, then
Press the Save button to rest the endpoints of the sliders to the places you specified so that you can work with a smaller scale.

$1,800,000

$5,000,000 $12,000,000

$0

$5,000,000 $10,000,000 $15,000,000

$5,000,000 $10,000,000

$7,500,000

Sliders

Bryan ASN test

ASN Reports Supplier Help Assessment

figure .. A tradeoff query in our system. The user gets to adjust the sliders to represent
upper and lower bounds (in dollars) on the value of different aspects of allocations. That gives
information to the system about her preferences.

figure .. A comparison query in our system in a medical sourcing event. In the top matrix,
the user gets to click on which allocation she prefers. That gives information to the system about
her preferences.

of each iteration, the system poses a query to refine the team’s preferences in order to be
able to reduce the maximum regret further.
The maximum regret also provides a quantitative measure of when further negotia-

tion within the team is no longer worth it, and the team should implement the current
robust allocation.
With automated scenario navigation, provably good solutions (i.e. ones with low

maximum regret) tend to be found while asking the user relatively little regarding her
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preferences. On the downside, the optimization problem of finding a regret-minimizing
allocation is harder than the clearing problem discussed in most of this chapter.We dis-
cuss automated scenario navigation in detail, including its different design dimensions
and algorithms, in Boutilier et al. ().

Eliciting the bidders’ preferences

The section above discussed how the bid taker’s preference information can be frugally
collected on an as-needed basis to make good allocation decisions. Perhaps even more
important is how the bidders’ preference information gets collected. Most, but not all,
game-theoretic mechanisms are so called direct-revelation mechanisms, where each
agent (bidder) reveals its type completely up front. The revelation principle states that
in the absence of computation/communication limitations, this restriction comes at no
cost. However, in practice such mechanisms are problematic because the agents may
need to determine their own preferences via costly deliberation, for example computing
to generate plans such as routings and schedules (Sandholm, , ), or informa-
tion gathering, and communicating complete preferences may be undesirable from the
perspective of privacy or conserving bandwidth. It would be highly desirable to be able
to reach the right allocation without requiring all the preference information from all
the bidders.
The bidders have to decide which combinations they want to evaluate (and how

precisely) and communicate bids on. If they choose bundles which they do not win,
evaluation effort and communication are wasted, and unnecessary private information
is revealed. Also, economic efficiency will suffer if the bidders do not evaluate bundles
on which they would win. However, it is difficult to anticipate which combinations one
will win before knowing the others’ bids!
As a general way of tackling this, in our academic research we introduced the

idea of explicit preference elicitation in combinatorial auctions (Conen and Sandholm,
). The idea is to supplement the clearing algorithm with an elicitor (software) that
incrementally queries the agents about their preferences, and builds a model of them.
The elicitor decides the next query to ask (and whom to ask it from) based on the
answers it has received from the agents so far. Once enough information has been
elicited to determine the right (in any given sense) outcome, no more information is
elicited.
Preference elicitation in multi-agent systems is fundamentally different from tradi-

tional preference elicitation, where there is only one party whose preferences are to be
elicited, because what information is needed from an agent depends on what informa-
tion other agents reveal. We showed that allowing the elicitor to condition the queries
it asks of an agent on the answers of another agent (rather than eliciting the agents’
preferences separately) can yield exponential savings in communication and preference
determination effort.
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Furthermore, if the elicitor conditions the query it poses to an agent on the answers
given by other agents, the elicitor leaks information about the others’ answers to the
agent.This introduces the potential for new forms of strategicmanipulations not present
in single-shot mechanisms. Conen and Sandholm () proposed a method that nev-
ertheless motivates each bidder to answer the elicitor’s questions truthfully in ex post
equilibrium (so the method does not require any knowledge of prior probability distri-
butions).This is accomplished by eliciting enough information to determine the optimal
allocation and the VCG payments. This maintains the truth-promoting property even
while allowing bidders to skip questions and to answer questions that were never asked.
This yields a push–pull mechanism where the revelation of information is guided by
where the bidders think they are competitive, and by where the elicitor knows that it
does (and does not) need further information.
Preference elicitation in combinatorial auctions has become an entire research area.

Sandholm and Boutilier () provide a review, discussing a range of results for var-
ious query types and query policies. They also discuss the surprising power of bun-
dle pricing. Ascending combinatorial auctions are a special case of preference elici-
tation that preceded the general approach. Parkes () provides a review of those
mechanisms.
To my knowledge, the general preference elicitation approach is not yet used in real

combinatorial auctions. Rather, in our industrial work, we and others have focused on
designing bidding languages via which bidders can express their preferences compactly
and naturally in a push-only way. Future work should integrate explicit preference
elicitation into combinatorial auctions in practice.

Bidding support tools versus extreme expressiveness

There has been quite a bit of discussion about tools for bidding in combinatorial auc-
tions, especially in transportation domains. Bidders spend significant effort construct-
ing and submitting bids, and there is demand for tools to make this easier. There has
been some research on developing such tools for bidding in trucking (Sandholm, ;
Song and Regan, ; Ergun et al., undated). A key challenge, though, is that what
bids a bidder should submit depends not only on the bidders’ local information but
also on what others have bid. Therefore, any purely bidder-side bidding support tool
is inherently limited, and tools should consider what information other bidders have
submitted. This would bring bidding tools close to the preference elicitation approach
discussed earlier.
Also, as discussed throughout this chapter, my view is that the market design should

allow highly expressive, compact, natural bids rather than mere package bids. Taken
to its extreme, under that view a bidder should be able to submit all the information he
would submit to the bidding support tool to the auction directly! The auction clearing
algorithm would then take the role of the bidding support tool as well, but would
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be able to make better, optimized decisions because it has the information from all
bidders, not just one.
That said, one argument in favor of the current level of expressiveness—which does

not require all the details about each bidders’ local optimization problem to be submit-
ted to the auction—is that the bidding language serves as an abstraction layer between
the bidders and the auction. This allows different ways of generating bids (automated
or manual) to be used by different bidders. This open architecture may serve to foster
innovation in tools by the bidders. The bidding language that I described in this paper
seems to be an appropriate interface layer since it has been successfully used across a
wide range of sourcing categories and settings.

Planning versus execution

There are at least two key challenges in combinatorial sourcing auctions related to the
discrepancy between planning (i.e., sourcing) and execution (i.e., procurement):

• In (e.g. year-ahead) combinatorial sourcing auctions, aspects of complementarity,
substitutability, and feasibility are not known at bidding time. Rather, they become
apparent only during the execution of the long-term contracts that the auction
is used to construct. For example, if a supplier (carrier) wins ten truckloads per
week on a lane from Pittsburgh to Chicago ten  truckloads per week on a lane
from Chicago to Pittsburgh, it is not clear that those can be executed as backhaul
deliveries due to execution-time constraints—such as pickup and delivery time
windows—that arise dynamically. As another example, once a carrier agrees to a
long-term contract via a sourcing event, it does not mean that the carrier always
has the capacity available at the moment to take on every load that the buyer calls
on him to carry throughout the year based on the contract.

• Current downstream execution systems, contract management systems (transporta-
tion management systems in the case of logistics), do not understand the expressive
contracts that a combinatorial auction generates. Rather, such systems assume that
item prices are determined by sourcing and then, during execution, procurement
personnel can simply order through the contract management systems using those
prices. One cannot fix this by simply splitting accepted package bids into item
prices because an item’s price should depend on what other items it gets procured
with.This actually raises a deep issue ofwhat a package bidmeans: does itmean that
the items in the package have to always be procured together, or that the agreed-
upon quantities of those items are ordered over the entire procurement period
(year), or something in between? Similarly, does a discount trigger based on what
is awarded at sourcing time or what is actually procured (in the entire year, per

 Similar issues occur in upstream spend analysis systems because they do not support expressive
contracts either.
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week, or per month)? Both practices have been used, for example, in truckload
transportation sourcing.

One could try to address the problem by allowing bids to have their pricing conditioned
on execution-time variables, for example whether lanes execute as a bundle. However,
in that setting the market-clearing engine would have to take into account what values
those variables might end up taking. This would involve risk management issues. (One
cannot postpone the market clearing until execution time; that would undermine the
predictability of long-term contracts, which also allow the parties to make situation-
specific investments in capacity, etc.) Furthermore, current downstream systems do not
support that.
The status quo is that the buyer might not procure the volumes that are sourced.This

can occur due to his demand deviating from projections. It can also occur due to certain
spot market opportunities. For example, in truckload transportation, certain spot bids
are considered acceptable to take in order to reduce deadheading. Similarly, on the
supply side, bidders cannot always fulfill the procurement needs that arise related to a
contract that they have won. In summary, the contracts that sourcing yields are soft on
both sides.
In the future, it would be important to formalize execution issues into expressive

contracts themselves, and to monitor them, in order to make the system function more
efficiently. That, in turn, begets the need to optimize one’s procurement against one’s
contracts. This can even involve reoptimization in light of the execution state and new
projections.
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Introduction
....................................................................................................................................................................

Much of market design these days takes place on the Internet. Market design on
the Internet clearly is attractive in that it lowers set-up and participation costs and
it allows for twenty-four-hour trading across time zones. However, it also presents
market designers with unique challenges. One of these challenges, and the focus of this
chapter, is the automation of user–market interaction. Agent technology is particularly
instrumental in furthering the commercial advantage of the Internet because it has the
potential of smoothing friction, for example by allowing asynchronous trading over
different time zones; see Vulkan () for more general discussion of the economic
value of agent technology. In most markets a degree of automation is required to
control the format and content of the messages users send to the market. Other sites
go one further and automate some of the strategic content of the way users interact
with the market—the eBay bidding agent, which automatically increases users’ bids
up to the limit they set if such an increase is needed, is a good example of that. But
some markets require more. The market for communication bandwidth is an example
of that.
This market builds on technological developments in electronic commerce which

allow the buying and selling electronically of the right to transmit data over the net
and the telecommunications infrastructure. Organizations like Band-X, RateXchange
and Min-X provide bulletin boards and double auctions to buy and sell bandwidth and
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connection time. Currently, these transactions are wholesale, between large operators.
However, we could imagine such transactions taking place far more frequently. If
negotiation were cheap and easy, and appropriate billing infrastructure was in place,
renegotiation of connection contracts could take place every few seconds. This would
allow sources of traffic (such as local Internet service providers) to dynamically
switch between long-distance carriers in response to price fluctuations. In this way,
a spot market for bandwidth could develop; see Lehr and McKnight () for an
overview.
By shortening contract lengths (e.g. reducing the granularity of the bandwidth

being traded) and standardizing contracts, Internet service providers (ISPs), telecom-
munication companies (which own the backbone), and large users (e.g. universi-
ties or corporations with many employees) can achieve greater efficiency and reduce
transaction costs. Reduced costs and increased efficiency increase participation of
smaller buyers and sellers, which in turn increase efficiency and reduce costs even
further.
One of the keys to making this happen is the ability to negotiate automatically. If

negotiations were to take place constantly it would be expensive for people to perform
the task. Furthermore, they will not always be able to react fast enough to changes
in market conditions. For this reason, communications bandwidth has inspired work
on automated negotiation from its inception (Rosenschein and Zlotkin, ). In this
chapter we focus on designing adaptive agents: agents capable of choosing their bids
online based on current information from the user (e.g. maximum willingness to pay)
and on past observations.
This chapter presents a high-level design algorithm for automated trading in online

spot markets. The approach pursued here is particularly suitable for random environ-
ments, for example when demand (and possibly also supply) is “bursty,” that is, when
it fluctuates considerably and quickly. While our work is motivated by our interest in
designingmarkets for communication bandwidth, our results are relevant to anymarket
with similar characteristics.
We begin in the next two sections by examining bandwidth trading as a learning envi-

ronment: at any given stage the spot market can be described as a game with a relatively
small number of players. However, this number can change from one trading period
to the next. The game-theoretical approach to learning, where each player holds beliefs
about the behavior of all the other players (and typically optimizes their action given
these beliefs), is therefore not suitable for our setting. We describe game-theoretical
learning models in more detail in the seventh section.
Instead, we know that the “world” changes, in the sense that the payoffs (or profits)

associated with each bid change from one period to the next. For example, a selling
agent with a reservation price p submits a bid b. What can be said about the expected
payoff of this agent in this case? At any given trading periodwe can describe the possible
payoffs and the probabilities associated with these payoffs (e.g. “with probability . the
clearing price will be p′ and the payoff p′−p” and so on). But are these probabilities fixed
across consecutive trading periods? If they are, then we say that the trading environment
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is stochastically stable, and the agent decision problem can be described as themulti-arm
bandit decision problem as it is known in statistics and economics. (In our case each bid
value corresponds to an arm.) If the environment is stochastically stable then there is
one strategy (i.e. a functionmapping from reservation prices to bids), which statistically
dominates all other strategies (seeGittins, ). If the environment is not stochastically
stable, then such a strategy does not exist.
The first contribution of this paper, in the third section, is to normatively express

the requirements of a “good” learning algorithm in an online spot market setting. An
important characteristic of bandwidth markets is that demand is “bursty” (see e.g.
Mindel and Sibru, ; Hwang et al., forthcoming). Since the pattern of bids changes
dramatically between periods, it is not practical for the agent to treat all data as arising
from a single distribution. Instead, the trading environment is better described as a
number of changing stable distributions (plus periods of noise). Such environments are
sometimes known as “semi-stochastic.”
If the environment is semi-stochastic then a “good” learning algorithm should be

able to identify when a new stable distribution begins and—once it has learned—best
respond to it. Our first normative requirement is therefore that if the trading environ-
ment is stochastically stable (i.e. in a period of stochastic stability) then the learning
algorithm will converge (quickly) to playing the stochastically dominant strategy. At
the same time we require that if the environment is not stochastically stable (e.g. the
distribution changes or we are in a noisy period), then the learning algorithm will be
responsive to changes in the underlying structure. A “good” learning algorithm will
quickly adapt to such changes.
Once we have characterized what constitutes good learning we provide, in the fourth

section, a high-level specification for an online algorithm for trading in bursty online
spot markets. This algorithm is effectively the blue print for designing agents that auto-
matically trade in such a market. The algorithm uses the tools of statistical learning
theory to test online whether the trading environment is consistent with the agent’s
model of the world. If the environment is stable and is consistent with the agent’s model,
then the agent best responds to its beliefs (i.e. chooses the bid which maximizes the
user’s expected utility). If the trading environment is not stable then the algorithm
switches to its transitory mode, where the next period’s bid is selected. Finally, the
algorithm allows for newmodels of the environment to replace old ones. One of the key
issues is the switchingmechanism used by the agent.We do this by allowing the agent to
test—in real time—its own success in predicting what happens next at any given stage.
The agent then switches between its learning modes when sufficient evidence exists to
suggest its learning is not consistent with recent outcomes.
In the fifth section we analyze the algorithm and show that it satisfies our defini-

tions of convergence and responsiveness. We show also that it combines rapid con-
vergence with maximum responsiveness to changes. The sixth section provides a set
of simulations which demonstrate the performance of the agent in a number of trad-
ing environments. The seventh section discusses related work, and the eighth section
concludes.
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Double auction markets for automated
agents

....................................................................................................................................................................

In this section, we introduce some economic terminology, and describe the k-double
auction marketplace that is used subsequently in this chapter.
A double auction is a fast and effective method of trading in markets with many

buyers and sellers. The alternatives to a double auction are one-sided auctions or the
use of fixed prices (e.g. tariffs). One-sided auctions (buyer or seller) are more suitable
when there is a single or dominant buyer (alt. seller) and many small sellers (alt. buy-
ers), because the auction favors the person running it (i.e. it puts him in the strongest
possible negotiation position). A fixed price is not a suitable option if demand and/or
supply change quickly, as they do in bandwidth markets (and many others). In a double
auction the current price truly reflects the current state of supply and demand, because
it is determined by aggregating the bids and asks of buyers and sellers in any given
moment. In fact, the shorter the connection time (i.e. the traded contract size), themore
efficient the double auction is in allocating bandwidth to those who are willing to pay
for it.
More specifically, in a k-double auction, buyers announce theirmaximumwillingness

to pay, and sellers the minimum price they are willing to accept. Sorting out the buyers’
bids in increasing order of price, and the sellers’ in decreasing order of price, we let
[a,b] be the interval where b is the buyer’s bid with the highest index (in the sorted
list), which is still larger than the corresponding seller’s bid, a, with the same index. 

A k-double auction mechanism selects the clearing price p = ka + ( − k)b, where k ∈
(,). All buyers who bid at least p trade with all sellers who bid no more than p. All
those who trade, trade at the clearing price, and all others do not trade. Note that, since
the number of bidders is finite, there is a positive probability that a given buyer or seller
enters the marginal bid (i.e. a or b). Hence, bidders can gain from setting their bids
strategically (i.e. for a seller this is the real value under which it is not worth trading,
and for a buyer a price above which trade is no longer profitable). For the case where
the number of buyers and sellers and the distribution of reserve prices are commonly
known, the exact formulae for optimal bidding strategies can be found in Rustachini
et al. ().
In this chapter, we consider a repeated k-double auction for trading instantly perish-

able goods. A good is instantly perishable if it ceases to be useable soon after it becomes
available for sale. The right to transmit on a network at a given time is an example of
such a good; a network provider can offer connection time now, but if it is not used now,
it ceases to be available. You cannot store up connection time for sale later. (Though, of
course, new connection time becomes available.)

 Alternatively, bids can be aggregated into supply and demand curves. The interval [a,b] now
corresponds to the intercepting section of the two graphs.
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Such a good suggests a marketplace where trades are taking place continuously, and
buyers and sellers are continuously adjusting their price in response to the activities
of others. Each buyer and seller has a certain good (or need for a good) at any given
trading round, and announces the price they are willing to trade at. In the next round,
any goods/needs from the previous round expire, but they receive new goods/needs.
Hence goods are constantly flowing into the market, and traders are modifying their
bids/offers in an attempt to trade successfully.
At each trading period organizations automatically communicate their reservation

price privately to their trading agent, i.e. themaximum (alt. minimum) price it is willing
to pay (alt. accept) without making a loss. These reservation prices may originate from
fixed marginal costs (for sellers), or from contracts with end users (for ISP providers,
who are buyers in this setting). This will be discussed in more detail in the following
section.

Communicating priorities

Buyers of bandwidth may wish to communicate to their agents the degree of priority of
trading in the next period. For example, continuous bandwidth may be required when
transmitting voice or video, whereas data transmission could wait until the ISP provider
gets a better deal on bandwidth rates.
There are a number of ways to transmit these priorities to the agent. Firstly, the

priority of trade can be taken into account by the program that sets the reservation
price: a seller who desperately needs to trade will accept lower prices, and similarly, the
buyer will pay more. Secondly, the agent can be designed to maximize a function of two
variables, reservation price and priority. More specifically, when the user installs the
agents she is asked to express her utility in terms of combinations of price and priority.
The second approach is of course more general than the first, but it may prove difficult
for the user to express her requirements in terms of the relationship between price and
trading priority.
A third possibility, which can be seen as a compromise between the first two, is for the

user to indicate a high priority using the weight attached to the probability of trading. To
see the idea behind thismodel, note that the agent is effectively participating in a lottery.
Unless it has the highest possible valuation (if valuations are bound), or zero cost, then
it will trade with probability less than .We therefore propose that wemodel a user with
a high priority of trade as being more risk averse. We propose a method where this risk
aversion is explicitly entered into the agent’s decision choice.
To illustrate how this can be done, consider a seller with a reservation price (excluding

any priority considerations) r. The monetary payoff for this seller from trading at price
p is p–r (similarly, the payoff for a buyer is r–p). At each stage the agent must decide how
much to bid. Denote this bid b(r). Denote by P(b(r)) the ex ante probability of trading
in the next period as a function of the posted bid, b. A reasonable objective function for
a risk-neutral agent with no special priority is ArgMaxbP(b)·(p(b)–r)+(–P(b(r))· =
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P(b)·(p(b)–r). A higher bid can increase the payoff from trading (because there is a
positive probability that this agent will happen to be one of the two agents whose bids
determine the clearance price), but decreases the probability of trading. A lower bid
does the converse, meaning the agent is more likely to trade but will make less profit.
We can generalize the risk-neutral objective function to include a measure of risk, α.

Given α, the agent chooses the bid that maximizes Pα(b)·(p(b)–r). If α = , the agent is
risk neutral. If α>, the agent is risk averse, and prioritises getting a trade over making a
large profit. If α<, the agent is risk seeking. This method of representing priorities has
the following advantages. On the one hand, agents still maximize a single-dimension
function, hence they can compute the (typically unique) optimal bid quickly. On the
other hand, thismethod allows for a separate online representation of reservation prices
and priorities. For an ISP purchasing bandwidth to service its customers, reservation
prices are associated with variable costs in delivering a service, and expected payback
from the customers.The payback depends on the nature of the customer’s contract with
the ISP—whether they pay a subscription charge, or pay per use.Thepriority withwhich
the trade needs to be made depends on the nature of the service being supported. Is it a
real-time service, such as a video feed, where delay makes a real difference to service
quality, or is it a service where some delay can be accommodated (such as email)?
If delay is acceptable, the associated purchase can be given a low priority. If it is not
acceptable, the priority will depend on what quality-of-service guarantees the ISP has
made to the end user, and the penalty it will suffer for failing to deliver on these. These
tradeoffs can bemade automatically bymonitoring current end-user demand and using
domain-specific financial forecasting tools.The results can then be passed directly to the
agent.

Learning in a double auction
for bandwidth

....................................................................................................................................................................

In this section we consider the normative aspects of trading in double auction markets.
A history-independent strategy (HIS) is a function from the set of reservation prices

to the set of possible bids. Normalizing bids to [,], an HIS for the buyer is therefore a
function B : [,]→[,], and S : [,]→[,] for the seller, where B(r) returns the bid
corresponding to a reserve price of r. We restrict attention only to strategies that do not
use dominated (loss-making) bids, that is, for sellers S(r) ≥ r, and for buyers B(r) ≤ r.
An additional reasonable assumption is that B′(r) ≥  that is, bids are not a decreasing
function of the reserve price (and similarly, S′(r) ≤ ).

 That is, a strategy in the one-shot double auction game.
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We now define Opt(rt) to be the function that returns the (ex ante) optimal trading
strategy (B(r) or S(r)) at any time t (assuming a utility-maximizing strategy exists). We
can divide trading environments into the following three classes:

Class : B(rt) and S(rt) are independent of t.
Class : B(rt) and S(rt) depend on t, but there exists a pair of deterministic functions,

f and g, such that B(rt) = f (B(rt−)) and S(rt) = g(S(rt−))

Class : All other trading environments.

It should be clear that learning cannot occur in trading environments of class  because
the past is not relevant to the future.We are therefore interested in characterizing “good”
learning algorithms for the first two classes.
We now illustrate what an optimal strategymight look like (in a trading environment

belonging to class  or ). Suppose that the number of bidders is first drawn according
to a distribution NOBids, with finite or infinite support, and that all these bids are then
drawn independently according to a distributionBids, with support on the unit interval.
Suppose both distributions were known. Then it is possible to compute the optimal
bid, given the reservation price. For example, when the number of bidders becomes
large, we know from Rustachini et al. () that B(r) and S(r) converge to r (i.e. for
every ε >  there exist N(ε) such that if the number of bidders is greater or equal to
N(ε) then |B(r)–r|< ε). In other words, truthful bidding becomes (almost) optimal
(because the probability of being the marginal bidder goes to zero). Rustachini et al.
() also provide the general formula determining the optimal bidding strategy in
k-double auction markets.
As we explained before, the game-theoretical approach does require that players

know the number of other players, and that they can somehow reason their way to
equilibrium. This approach is still useful as a benchmark to what can be achieved by
a learning process, although it neglects any effect that the learning process might have.
A weaker approach to computing the optimal bid, which still works well in environ-
ments where the success probabilities associated with each bid are fixed, is the multi-
armed bandit approach (a bandit is a nickname for a slot machine). In general, the
solution to these problems involves a period of experimenting followed by convergence
to one solution; these are known in statistics and economics as the Gittins indices (see
Gittins, ).
So we conclude that in trading environments belonging to classes  and  there could

exist optimal trading strategies. Let L be a learning algorithm, where L(rt , ht−) returns
period t’s bid given a history, ht−. Following the terminology of Friedman and Shenker
(), we introduce the following definitions:

Optimality. We say that a learning algorithm L(rt , ht−) is optimal if it converges
(statistically) to Opt(rt).
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Responsiveness. Suppose that the trading environment from period t′ onwards
belongs to class  or . Then L is responsive if limt|L(rt , ht−) − L(rt , ht−/t′)| = ,
where ht−/t′ denotes the history from t′ to t − .
Degree of convergence. We say that L converges faster than L if |L(rt , ht−) −
Opt(rt)| < |L(rt , ht−) − Opt(rt)| almost always.
Degree of responsiveness. We say that L is more responsive than L if |L(rt , ht−) −
L(rt , ht−/t′)| < |L(rt , ht−) − L(rt , ht−/t′)| almost always.

High-level specification of the online
trading algorithm

....................................................................................................................................................................

The procedures used by the main algorithm are explained in sufficient detail for a
programmer to create a working code, although “fine tuning” of some of the parameters
(e.g. the degree of statistical confidence with which the null hypothesis is accepted)
is deliberately left unspecified. A trial-and-error process is required to set the actual
values of these parameters. We come back to this point towards the end of this
chapter.
The top-level algorithm is defined in pseudocode as follows.
An agent with reservation price r at time t executes the following procedure:

IF modelStatus = ‘stable’
THEN {

bid := a prioriOptimalBid(r,worldModel);
send(bid);
receive(results);
}

ELSE {
bid := transitoryBid(r, reinforcementRules);
send(bid);
receive(results);
reinforcementUpdate(reinforcementRules,results);
}

update(worldModel,results);
updateModelStatus(worldModel,modelStatus);

Components of the model

The design consists of the following four components:
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• The model of the world, worldModel, and updating procedures for this model,
update(worldModel,results).

• Consistency test for observed data, consistent(WorldModel).
• Test for whether the model has become stable or unstable, and resetting the model
if necessary, updateModelStatus(worldModel,modelStatus).

• Transitory bidding rules, reinforcementRules, and the associated updating proce-
dure, reinforcementUpdate().

The model of the world and updating

Themodel of the world,WorldModel, aims to provide a probabilistic estimate of current
behavior based on past statistics. If the world is stochastically stable, in the sense that
the relevant underlying probability distributions are fixed over time, then the agent can
estimate these probabilities using available data.
Depending on the information available to the agent, the world model can take dif-

ferent forms. Recall from the section “Learning in a double auction for bandwidth” the
definitions of the distributionsNOBids and Bids. If the agent can observe the actual bids,
then it can estimate these distributions directly. If, however, bids cannot be observed
directly, then the agent can estimate the probability that a given bid is smaller than the
market clearing price, whichwe denoteTrd(·).The empirical distributionTrdt(s) is used
to measure the proportion of time, in the previous t trading periods since Trdt was last
initialized, where the bid swould have been accepted.Denote by pt the equilibriumprice
at period t. This implies that a seller bidding any price s ≤ pt would have succeeded in
trading at period t. (Similarly, any buyer bidding b ≥ pt would trade.) Agents start off
with Trdt(s) initiated to zero everywhere.
After each round of trading, the world model is updated using the routine

update(worldModel, results(t)). It does this by selecting the equilibrium price at time
t from the results, and updating Trdt as follows:

Trdt+(s) = t·Trdt(s) + 
t +  if s ≤ pt

Trdt+(s) = t·Trdt(s)
t +  if s > pt

One can imaginemore sophisticated forms of beliefs, for example beliefs about possible
patterns in themarket (e.g. “markets are bearish in January”).That is, the distribution of
trading prices is stable, but time dependent. In any case, estimating and updating of the
model will take a similar form (though the agent will be updating more sophisticated
data structures).
The agent then solves its maximization problem using its empirical estimates in

place of the real distributions. Since, in a stochastically stable world, these empirical
distributions converge to the real distributions (according to the law of large numbers),
the outcome of this maximization problem will also converge to Opt(r).
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Consistency tests

At any stage of trading, except for the first few rounds, the agent is able to compare its
current model of the world (e.g. the empirical distribution Trdt(s)), with recent data,
using the procedure consistent(WorldModel). This is done by defining and testing the
appropriate null hypothesis. That is, the agent should be able to conclude that “There
is, or is not, sufficient evidence with which to reject the hypothesis that the data are
consistent with themodel.”This test is then carried out to a pre-specified error measure.
The agent does not have a preconceived idea about the nature of the distribution

it is estimating. In practice, these distributions can take any form. Therefore a non-
parametric test should be carried out. There are a number of such tests. For example,
the Kolmogorov–Smirnov test considers the absolute value of the difference between
the sample and the model. It turns out that this difference is distribution-free (see, for
example, Silvey, ). The null hypothesis is then accepted if the difference is below a
pre-specified threshold, and rejected otherwise.
There are many other non-parametric tests. In our simulations, we use convergence

of means. Here, the null hypothesis is expressed in terms of the difference in means
between the sample and the model. We come back to this issue in more detail, when we
describe our simulations. Whichever test is used, the user must specify () the size of
the buffer which defines the sample size, and () the acceptance threshold.

Determining if the model is stable/unstable, and resetting
the model

The procedure consistent(worldModel) is not used directly by the top-level algorithm,
but rather is used by updateModelStatus() to determine whether the model should be
treated as stable or as unstable.
Initially, we assume that the model is unstable. If, after a number of model updates,

we find that the model is consistent with the observations over k rounds (i.e. the null
hypothesis is accepted consecutively a number of times), then we assume the model is
stable, and set themodelStatus flag appropriately. When the model is considered stable,
we continue to test the consistency of the model against the observed results. If the null
hypothesis is rejected once, then this could be because of a “bad” sample. Of course,
the larger the sample size, the less likely this is to happen. Still, our simulations suggest
that even for finely tuned learning parameters, bad data will occur. We therefore take
the approach that the algorithm should tolerate a small number of rejections before past
history is thrown away.
More specifically, we check whether the null hypothesis is rejected consecutively a

fixed number of times, j. Only if this happens do we conclude that a structural break-
down is likely, and therefore re-initialize beliefs (effectively throwing away old data). In
general, the user may specify a different test to determine when to throw old data away.
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When data are discarded in this way, the model of the world is considered unstable, and
the algorithm moves to its transitory mode. It is considered to return to stability when
the null hypothesis is accepted a fixed number of times, and the algorithm becomes
belief-based once more. The pseudocode for the procedure is as follows:

updateModelStatus(WorldModel,ModelStatus) {
IF modelStatus = ‘stable’ THEN {

IF consistent(worldModel) = false THEN {
count := count + 1;
IF count = j THEN {

worldModel := initialWorldModel;
modelStatus = ‘unstable’;
count := 0;}

}
ELSE

count := 0;}
ELSE

IF consistent(worldModel) THEN {
count := count + 1;
IF count = k THEN {

modelStatus = ‘stable’;
count := 0;}

}}

Transitory bidding rules and updating

The purpose of this learning mode is to choose bids in those cases where the agent’s
current model of the world is not consistent with recent data. Using our classification
from the section “Learning in a double auction for bandwidth” we say that—according
to its current information—the agent is in a trading environment of case . In other
words, the probabilities linking payoffs to actions of one period are not informative
with respect to the other periods. There is no theory of optimal trading in these cases
(and, of course, there cannot be).
We specify a small number of rules of thumb and use a reinforcement mechanism to

select among these rules. In principle these rules should mimic rules of thumb which
human traders use in similar circumstances (like technical rules in markets). We now
provide a few examples of such rules (for simplicity we describe rules only for a seller
agent):

• Maximal likelihood rule. Ask for the reservation price, s(r) = r. This rule maxi-
mizes the likelihood of trade, but at the expense of abandoning profits.
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• Greedy rule. A rule which asks for the highest possible price, s(r) = . Profits are
maximized, but the likelihood of trade is minimized (the equivalent rule for the
buyer is b(r) = ).

• Linear rules. Any combination of the above two rules: Asks for the average between
the maximum price and the reservation price, s(r) = qr + (− q) for q ∈ (, )
(equivalent rule for buyer agent is b(r) = qr).

• Constant bid rules. Always use the same bid, except in those cases where the bid is
lower than the reservation price, for example s(r) = max(., r).

• Decreasing surplus rules. A rule whereby the demanded surplus (i.e. the ask price
minus the reservation price) decreases with r. It can be any rule which satisfies the
following three constraints: () s() =  () s(r) ≥ r for all r ∈ (, ), and () s′ < .

For example, s(r) = √
r. (Or b(r) =  − √

(− r)) for the buyer agent).
• History dependent rules. For example s = f (eqt−) , or s = f (eqt−, eqt−) and
so on.

If the set of rules used is relatively small we recommend adding a rule that returns a
random number between r and  (so that any bid in the interval [r, ] is made with
positive probability).

Analysis of the learning algorithm
....................................................................................................................................................................

For a certain class of environments, we can prove useful properties of our algorithm.
These environments are consistent with classes  and  as defined earlier, in the section
“Learning in a double auction for bandwidth.”

Stochastic stability. We say that a trading environment is stochastically stable in the
time interval [t, t] (where t >> t), if, for every s ∈ [, ], the probability that st is
smaller than pt , and the conditional (on trading) payoff from bidding st , are fixed for all
t ∈ [t, t].
Semi-stochastic stability.We say that a trading environment is semi-stochastically stable
if there exists a set {t, t . . .} such that the trading environment is stochastically stable
at the intervals [ti, ti+], for i = ,  . . .

Denote by L∗ any algorithm which fits the above high-level spec. Denote by α the prob-
ability that the model becomes unstable when the trading environment is stochastically

 That is, s(r)-r is a decreasing function of r.
 An underlying assumption of the belief model is that the events eqt are independent and identically

distributed (i.i.d.) (although they are allowed to be time dependent). If, however, eqt is dependent on
previous outcomes, say on eqt− then this assumption is clearly violated. The purpose of this class of
rules is therefore to detect and capitalise on such dependencies.
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stable (i.e. that the null hypothesis is continuously rejected). Denote by β the probability
that the algorithm fails to reset beliefs when the underlying structure changes (i.e. the
null hypothesis is not continuously rejected immediately after a change in the under-
lying probabilities). One of the main contributions of our learning algorithm is that
parameters α and β are determined by two different and independent procedures, and
can therefore both be minimized simultaneously.
We make the following observations:

Observation . L∗ is optimal.

Proof. Suppose that the trading environment is stochastically stable over [t, t]. Then
the null hypothesis is accepted with probability –α at any stage in that interval. Hence,
with probability –α, L∗ will not reset its empirical distributions. Because of the law of
large numbers the empirical distributions will converge to the real distributions, and
L∗(rt , ht−) will converge to Opt(rt). �

Remark. Notice that the above algorithm also has a fast rate of convergence. First, note
that the tests are chosen to minimize α, hence the probability of counting valid data
is maximized. Second, L∗ does not keep old history (as opposed to most learning algo-
rithms, like Q learning or game-theory fictitious play), which is likely to be irrelevant
to the current underlying structure. Hence, with a large probability, the estimates are
based on all, and nothing but, relevant observations. Hence, the rate of convergence is
maximized.

Let c denote the lag variable, that is, the number of periods before the algorithm
throws away old observations. Clearly, c depends on the threshold parameter being used
in the testing of the null hypothesis, which in turn depends on the distributions and
the noise. The optimization of c needs to be carried out based on real trading data—in
essence it is the “fine tuning” of the learning algorithm.
Given c is optimized, a further two observations can be made:

Observation . L∗ is responsive.

Proof. Let the environment be stochastically stable from period t′. With probability
− β , L∗ will throw away observations made before period t′ + c. Hence, with prob-
ability –β , L∗(rt , ht−) = L∗(rt , ht−/t′), for t>t′ + c. Hence, L∗ is responsive. �

Observation . In a semi-stochastically stable trading environment, there is no other
learning algorithm that is more responsive than the above algorithm.

Proof. Note from the proof of observation  that with probability − β , L∗(rt , ht−) =
L∗(rt , ht−/t′), for t > t′ + c, or |L∗(rt , ht−) − L∗(rt , ht−/t′)| = . Since the difference is
already zero, and since β is minimized, L∗ maximizes responsiveness. �

The responsiveness of L∗ is clearly demonstrated in our simulations and can be seen
most clearly in the simulations section of Vulkan and Priest (: figs –).



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 nir vulkan and chris preist

Overview of simulation results
from Vulkan and Preist ()

....................................................................................................................................................................

Using this framework, Vulkan and Preist () carried out a number of simulations
that we summarize here. They argued that markets for computational bandwidth can
be approximated by a semi-stochastically stable environment. Such an environment can
have dramatic changes in demand frommoment to moment, but this demand is drawn
from an underlying statistical distribution that can be estimated from past history.
However, this distribution can change at different times—for example, the underly-
ing distribution for pm EST would be expected to be different from that for am
EST.
To simplify matters, we assume a one-dimensional distribution fromwhich the max-

imum acceptable trading price is taken. If our selling agent bids anything above this
price, then it does not trade. However, if the bid is below this price, the agent trades at
its bid, which is somewhat similar to a -double auction (Rustachini et al., ). This
provides sufficient structure on the agent’s decision problem (so that choosing a higher
bid increases expected payoff, but decreases the chances of trading), while allowing us
to simulate a relatively simple process of generating a single price (and not all the other
bids). We assume the agent is risk neutral. Hence it computes:

Args∈[r,] max P(s)·(s − r).

The agent’s model of the world then takes the form of a function P(s), which returns
the probability of the bid s being accepted. Of course, if the world is stochastically stable
then P(s) is fixed over time for any given value of s. We start with, P(s) ≡  and the
agent updates its beliefs using:

Pt+(s) = t·Pt(s) + 
t +  if s ≤ pt

Pt+(s) = t·Pt(s)
t +  if s > pt

At each trading round we test whether P is consistent with the last eight observations.
Specifically, we compute, at time t, the values x and x, such that P(x) ≈ . and
P(x) ≈ .. We compute the average equilibrium price over the last eight periods of
trade, At . P is considered consistent if x<At<x. Otherwise P is inconsistent.
If P has been inconsistent for five consecutive rounds, then P is re-initialized. In other

words, the agent detects a structural breakdown of the underlying probability distribu-
tion of equilibrium prices. Old informationmay be harmful in that it will outweigh new,
relevant information. Hence, the agent starts learning P from scratch.

P will not be re-initialized again until it has regained stability; in other words, until
the agent detects five consecutive periods where P is consistent.
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We compared the effectiveness of our algorithm with that of a similar learning algo-
rithm that does not re-initialize its belief function after detecting structural breakdowns.
To do this, we performed a simple Monte Carlo simulation of the performance of each
algorithm in several different environments, and compared their performance. Each
simulation consists of  runs of , trading periods. In each trading period, the
agent determines its bid and submits it to the simulated marketplace. The simulated
marketplace determines the maximum acceptable trade price by a random sample
from a probability distribution function representing the distribution of the maximum
acceptable trade price.The agent is informed of this price and receives a profit of s–r if s
is below it, and no profit otherwise. In each trading period, we simultaneously calculate
the payoff for the agent using the belief algorithm with reset and for the agent using the
algorithmwithout reset; hence both are subject to the same sets of random trade prices.

Analysis of the resulting simulations determined the following:

• In environments where themean of the underlying stochastic distribution changed
every  trade rounds, the re-initializing algorithm considerably outperformed
the continuous learning algorithm, resulting in – higher profits. It would
identify the changed environment, reset, and relearn, to be placing optimal bids
within twenty rounds of the change.

• In environments where the standard deviation of the underlying distribution
changed every  trade rounds without a change to the mean, the re-initializing
algorithm performed marginally better than the continuous learning algorithm,
but the performance improvement was not statistically significant. The algorithm
struggled to spot the changes in the distribution, and many of its resets were false
positives.

• As the environment became more unstable, with changes to the mean of the
underlying distribution occurring more frequently, the advantage gained by the
re-initializing algorithm is reduced. This is because of the increasing number of
switches that are required, and the resulting loss of income during the learning
period immediately after a switch. This factor becomes increasingly dominant
when a period lasts twenty-five rounds, with the two algorithms perform roughly
equivalently, and ten rounds, when the belief algorithm marginally outperforms
the switching algorithm.

Related work
....................................................................................................................................................................

Research into automated negotiation has long been an important part of distributed AI
and multi-agent systems. Initially it focused primarily on negotiation in collaborative
problem solving, as a means to improve the coordination of multiple agents working
together on a common task. Laasri et al. () provide an overview of the pioneering



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 nir vulkan and chris preist

work in this area. As electronic commerce became increasingly important, the work
expanded to encompass situations with agents representing individuals or businesses
with potentially conflicting interests. The contract net (Smith, ) provides an early
architecture for the distribution of contracts and subcontracts to suppliers. It uses a
form of distributed request-for-proposals. However, it does not discuss algorithms for
determining what price to ask in a proposal. Jennings et al. () use a more sophisti-
cated negotiation protocol to allow the subcontracting of aspects of a business process
to third parties. This is primarily treated as a one-to-one negotiation problem, and
various heuristic algorithms for negotiation in this context are discussed by Faratin et al.
(). Vulkan and Jennings () recast the problem as a one-to-many negotiation,
and provide an appropriate negotiation protocol to handle this. Other relevant work
in one-to-one negotiation includes the game-theoretic approach of Rosenschein and
Zlotkin () and the logic-based argumentation approach of Parsons et al. ().
As much electronic commerce involves one-to-many or many-to-many negotia-

tion, the work in the agent community has broadened to explore these cases too. The
Michigan AuctionBot (Wurman et al., a) provides an automated auction house
for experimentation with bidding algorithms, and provided impetus for theoretical
analysis of appropriate mechanisms for auctions for electronic commerce (Wurman
et al. b). The Spanish fish market (Rodriquez-Aguilar et al., ) provides a
sophisticated platform and problem specifications for comparison of different bidding
strategies in a Dutch auction, where a variety of lots are offered sequentially.TheKasbah
system (Chavez et al., ) featured agents involved in many-to-many negotiations to
make purchases on behalf of their users. However, the algorithm used by the agents—a
simple version of those by Faratin et al. ()—was more appropriate in one-to-one
negotiation, and so gave rise to some counterintuitive behavior by the agents. Gjerstad
and Dickhaut () use a belief-based modeling approach to generating appropriate
bids in a double auction, based on observation of previous bids. Cliff and Bruten ()
and Preist and van Tol () use an adaptive approach in a similar environment.
Preist () demonstrates how these can be used to produce amarket mechanismwith
desirable properties. Park et al. (, ) present a stochastic-based algorithm for use
in the University of Michigan Digital Library, another many-to-many market. Tesauro
and Das () have modified the Gjerstad–Dickhaut algorithm, resulting in perfor-
mance improvements over other strategies. Tesauro and Bredin () use dynamic
programming resulting in further improvements. Walsh et al. () analyze strategic
interactions in the choice of strategies. Easley and Ledyard () developed automated
trading strategies that simulate human behavior in double auctions. Unlike our work,
all these assume that the trading environment is relatively stable and not subject to the
dramatic fluctuations in the environment we use. He et al. () have developed a
bidding agent based on fuzzy heuristics, and deployed it in an environment which is
not stable, but is stochastically stable. They show that, in this environment, the agent
outperforms other agents designed for stable and near-stable environments.
Theuse of economically inspired computational techniques for controlling the alloca-

tion of resources is discussed in Clearwater (). In some cases, an artificial economy
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is created. For example, Clearwater () presents an artificial economy for regulating
air conditioning. Mullen and Wellman () present an agent-based economy where
the agents spend a network resource allocation to access information services in the
University of Michigan Digital Library. Yamaki et al. () present an auction-based
mechanism for allocation of services in a multimedia environment, including a mar-
ket for future access rights. Others have proposed using a real economy to regulate
bandwidth usage in a similar spirit. Miller et al. () present an automated auction to
regulate the use of ATM network bandwidth. Our work is in the spirit of the latter. We
assume the existence of spotmarkets for bandwidth, as proposed by Lehr andMcKnight
(), and focus on appropriate agent algorithms for use within these.
There is now a significant body of literature on Internet traffic pricing. Notably,

MacKie-Mason and Varian () focus on the current inefficiencies of Internet traffic
pricing, and Shenker et al. () focus on the complexity issues of pricing implemen-
tation in the Internet environment. Furthermore, Gupta et al. () discuss the (effi-
ciency) implications of dynamic pricing in bursty environments. All these papers stress
the importance of dynamic, decentralized pricing strategies for the overall efficiency
of bandwidth traffic. The k-double auction model studied in the present chapter is a
straightforward example of the type of mechanisms discussed by these authors. More-
over, pricing each short-term contract at the time significantly reduces the complexity
of the decision-making process of agents and therefore addresses the concerns raised,
for example, by Shenker et al. (). Once again, we assume the existence of an efficient
pricing mechanism and focus on what constitutes optimal behavior for agents trading
within these mechanisms.
Exchanges for telecommunications bandwidth are now regularly used in place of

fixed-term contracts. Two recent studies, by Mindel and Sirbu () and Weiss and
Shin (), survey the current state of bandwidth exchanges, focusing on the granu-
larity of contracts and payment schemes used. Hwang et al. (forthcoming), Fulp and
Reeves (), and Vishal and Prashant () investigate the pricing regimes that can
be used by bandwidth exchanges. These papers assume naive behavior on the part of
the agents (truth telling, no learning or updating). Based on this assumption they can
then study the optimal mechanism design for the exchange. Our chapter can therefore
be seen as complementary to these papers. Finally, Shin et al. () and Semret et al.
() take a game-theoretical approach to the design of agents in bandwidth markets.
This approach may be suitable if players are relatively “big,” that is if their actions are
likely to affect the market, and if the game is stable. When these two assumptions (and
especially the second) are satisfied it is possible to study the Nash equilibrium of the
game and use it as the blueprint for designing the trading agents. To further explain
the difference between our approach and the standard game-theory approach, we now
discuss in more detail the assumptions made and questions addressed by the literature
on learning in games.
For a survey of the literature on learning in games see Fudenberg and Levine ().

Fudenberg and Levine also suggest a number of new theories based on ideas from
reinforcement learning theory. Other examples of reinforcement learning in games
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includeMcKelvey and Palfrey (), Erev and Roth (), and Roth and Erev ().
These papers differ considerably from our chapter in two important respects. First, the
literature on learning in games is motivated by the following three questions:

• Under what conditions will players converge to equilibrium?
• What degree of rationality should players possess in order to reach an optimum?
• Which rules best resemble how real people behave?

Instead, the focus of our research is to find useful conclusions for the engineers who
design artificial traders in similar on-line markets.
Second, the literature on learning in games considers the actions of players who

repeatedly play the same game. More specifically, these models compare the steady-
state outcome of the learning rule to the equilibrium of the stage game. But this is
meaningful only if there is a fixed-stage game, or at least if the equilibrium is fixed.
As mentioned earlier, this is not the case in online spot markets with bursty demand,
where the equilibrium of the underlying game changes considerably from one period
to another.
For example, in Fudenberg and Levine’s setting (), pairs of players are drawn

from a large population to play the same game. In the reinforcement learning models
studied by Erev and Roth (), and Roth and Erev (), and many more, the
probability with which players will play a certain strategy increases between periods
if this strategy proves successful (where success is measured by the relative payoff). For
a survey of the literature on reinforcement learning see Vulkan ().

Conclusions
....................................................................................................................................................................

Market design is one of the most successful and active branches of economics in recent
years. This form of economic engineering is particularly powerful for Internet-based
markets where formal rules govern the interactions of users with the market. The
automation of user–market interactions poses interesting challenges to market design-
ers. Users should be able to trust their agents and be able to easily communicate to them
their priorities.This kind of trust will develop only if users reasonably believe the agents
they use are at least as good at achieving their goals as they themselves would be.
In this chapter, we have presented a general approach to the design of an automated

trading algorithm for environments that are semi-stochastically stable. The algorithm
combines belief-based learning with reinforcement learning, using the former during
periods of stochastic stability and the latter in circumstances when its beliefs are no
longer reliable. It identifies such structural breakdowns through the use of a statistical
test. We have argued that real-time bandwidth trading is one example of a market that
is likely to exhibit semi-stochastic stability, and so is a promising application area for
such algorithms.
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Good agent design is a crucial first step toward the automation of markets. Such
markets, for example the market for communication bandwidth, can facilitate new and
efficient kinds of economic interactions.While the problem of designing fully function-
ing, trustworthy trading agents is hard and complicated, we hope our efforts described
in this chapter can be seen as a step in that direction.
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alon klement and zvika neeman 

Introduction
....................................................................................................................................................................

We describe amechanism design framework that could help identify a set of procedural
mechanisms that wouldminimize the resources used to achieve one of themain goals of
the court system, which is to differentiate between those who obeyed the law and those
who did not. The proposed framework can also help to formulate and evaluate pro-
cedural rules, and to identify necessary and sufficient conditions for deciding disputes
according to substantive law with minimal costs of litigation and delay. We illustrate
our approach using three examples: fee-shifting rules, discovery rules, and third-party
alternative dispute-resolution mechanisms.
The chapter proceeds as follows. We first identify a few inherent characteristics of

the judicial process that make it apposite for modeling within a mechanism design
framework, in which substantive law gives rise to a social choice function, and rules of
procedure and evidence are captured by game forms or mechanisms. We illustrate our
approach using four examples: the design of fee-shifting rules, the design of discovery
rules, the design of fee structures for lawyers in class actions, and the use of third-party
alternative dispute-resolution (ADR) mechanisms.

 This chapter is based on our joint research that appears in Klement and Neeman (, , ).
 The same framework may also be applied to analyze the rules of evidence. In fact, the approach

advocated in this paper closely resembles that of Sanchirico ().
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Characteristics of the civil justice system
....................................................................................................................................................................

Background

A civil justice system must provide just and efficient resolution of disputes. It must
ensure the rule of law, offer redress to those whose rights were violated, and sanction
those who infringed those rights. It must be accessible, accurate, and impartial. And it
must consume as few social resources as possible.

Most civil justice systems aspire to accomplish all these goals and more. Many civil
justice systems (those of the USA, England, and Australia, to name but a few) have gone
through a significant revision of their procedural rules in the past twenty years. These
reforms were all fueled by a similar sense of crisis, and they all share a common set of
principles that underlie the reformed rules. Although their relative weight and exact
formulation varies, the following objectives can be found in most modern reformed
rules of civil procedure: cost-effectiveness; proportionality; expeditiousness; and
equality.
Cost-effectiveness means efficient use of judicial, as well as parties’, resources. Pro-

portionality addresses the need to distinguish and prioritize among cases based on their
value (private and social) and complexity, due to the judicial system’s limited resources.
Expeditiousness requires that cases be resolved as quickly as possible, cutting down the
time between filing and disposal. And equality commands that litigation be conducted
on equal footing between the parties.
Each legal system establishes the measures it deems necessary to satisfy these objec-

tives. Here, too, a comparative study demonstrates close similarities among the pro-
posed, and often adopted, procedural mechanisms. They can be divided into two main
categories.The first category includesmeasures that are intended to render themanage-
ment of courts in general and litigation in particularmore cost-effective.Thesemeasures
include early judicial case management, timetabling, and alternative calendar systems.

These measures can be analyzed using methodologies from management science, and
are outside the scope of this chapter.
The second category, which is of more interest to economists, includes procedu-

ral rules that affect litigants’ incentives and decisions. Such decisions can be further
divided into filing decisions, litigation investment decisions, and settlement decisions.

Filing decisions include the plaintiff ’s decision whether to file a lawsuit or not, and
the defendant’s decision whether to defend against it. Litigation investment decisions

 See for example Rule  of the American Federal Rules of Civil Procedure; Rule . of the English
Civil Procedure Rules.

 See for example the reform proposals in England (Woolf, ), Hong Kong (Chief Justice’s
Working Party on Civil Justice Reform, ), and British Columbia (Civil Justice RefromWorking
Group, ).

 See Hay and Spier (), Daughety (), and Spier ().
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include each party’s decision regarding how much to spend on litigating the case. And
settlement decisions include decisions regarding when to settle and for how much.
As fewer lawsuits are filed and defended, as litigants’ investment in each case

decreases, and as more of the lawsuits are settled, the justice system becomes less costly
and delay is reduced. Yet, these three categories of decisions are interrelated, and may
consequently interact with each other. For example, if litigation expenditures decrease,
this may reduce incentives to settle, whereas the motivation to file and defend would
increase. Moreover, these decisions affect the court’s accuracy, and consequently attain-
ment of its basic goal, which is to distinguish between liable and non-liable defendants.
A comparative study of civil justice reforms points to some procedural mechanisms

that are often constructed to reduce cost and delay: dispute-resolution mechanisms
based on third-party assistance; pretrial disclosure and discovery; fee-shifting rules; and
pleadings procedures. Yet, there is little agreement about the effectiveness of these pro-
cedural mechanisms or their effect on the implementation of substantive lawmandates.
As we show, themechanism design framework offers a fresh perspective on these issues.

The distinction between substance and procedure

One of the most fundamental distinctions in modern legal theory is the distinction
between substance and procedure. Substantive law defines “rights, duties and powers
of persons and institutions in their out-of-court relationships,” whereas procedural law
governs the “decision-making process by which substantive legal interests are main-
tained or redressed through courts.” In its day-to-day application, the law of procedure
implements substantive law. Although the boundary between the two categories may
be drawn differently depending on the context, it is usually clear enough for practi-
tioners to identify.
That such distinction exists does not imply, however, that procedural rules do not

affect primary behavior, ex ante, before any dispute arises. Since procedural law imposes
costs on litigants and because it influences the accuracy with which questions of rights
and remedies are decided ex post, it also affects behavior ex ante. Therefore, any
measure of efficiency of the justice system must incorporate its ex ante effects.
The incorporation of ex ante deterrence effects and ex post costs of the judicial

system into a single framework is a complex task. Whereas it is conceptually feasible
to construct procedural mechanisms that would make litigants internalize all ex post
litigation costs, it is much more difficult to do the same for deterrence. The deterrent
effect of litigation is an ex ante effect, on behavior that pre-empts (and sometimes may
even prevent) the dispute. By the time the dispute is brought into court, that behavior
is already “sunk.” Litigants, therefore, do not internalize the deterrent effects of their

 See James et al. (, p. ). On the history of this distinction see, for example, Risinger ().
 See Cook ().
 See Scott ().
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litigation decisions. This is referred to in the literature as the divergence between the
social and the private incentive to use the legal system.

The problem of civil justice reform has thus far been approached in two ways. One
approach, which has been adopted by most reformers, was to ignore the ex ante deter-
rence effects and focus on ex post minimization of litigation costs and delay. From a
social planning perspective this approach is at best incomplete. The other approach,
which is sometimes used in the law and economics literature, is to ignore the inherent
distinction between substance andprocedure, and collapse all legal rules into one frame-
work, in which the objective is to maximize ex ante efficiency. Because the distinction
between substance and procedure is so fundamental in all legal systems, we believe
that it should also be respected by the mechanism design analysis of legal problems,
especially since this distinction is not merely a formalistic construct, and it may be
explained on economic grounds as well.
First, the time gap between ex ante behavior and ex post litigation (ex ante and

ex post relating to the time of dispute) makes it difficult to identify and quantify the
deterrence effects of procedural rules. Consequently, the problem of constructing ex
post procedural rules, which would be optimal from an ex ante perspective, may not be
only conceptually difficult but also practically intractable.
Second, the ex ante deterrent effect of the same procedural mechanism may depend

on the context inwhich it is applied. For example, the same discovery rulemay influence
behavior differently when the litigating parties are in a close relationship ex ante, as in
a contractual setting, and when they are unaware of each other before the dispute, like
in a typical tort case.Theoretically, then, it may be optimal to devise different discovery
rules for different substantive contexts.
However, one inherent manifestation of the distinction between substance and pro-

cedure is that most modern procedural rules are trans-substantive. That is, they apply
to all lawsuits, irrespective of their substantive cause of action. Therefore, associating
an optimal procedural mechanism with a substantive context is usually unacceptable.
A practicable framework for analysis must therefore allow for constraining the variabil-
ity of procedural mechanisms across substantive contexts.
Finally, most people are unaware of procedural rules when conducting their out-of-

court behavior. Procedural rules are usually in the realm of lawyers only. Hence, it may
often be the case that the rules of procedure have no actual ex ante effect whatsoever.
Distinguishing between rules that carry such effects, since individuals are aware of them
ex ante, and those that do not, proves to be a difficult task.
To summarize, civil justice reforms have tended to ignore the ex ante effects of

procedural rules, whereas the economic literature has often overlooked the inherent
distinction between procedural rules and substantive law.We suggest a third alternative,
which respects the distinction between substance and procedure, yet accounts for the
influence of procedural rules on the implementability of substantive law. As explained in
the next section, we do so by using a mechanism design framework, in which the social
goal is tominimize litigation costs subject to themandates of substantive law. Procedural

 See Shavell (, a).
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rules are used to determine game forms or mechanisms, for litigants to “play.” We then
look for procedural rules that would implement the social goal.

Private information and conflicting interests

The goal of the judicial process is to convey information to the court (judge or jury) so
it can decide the dispute according to substantive law. Procedural rules regulate pretrial
and trial activity, and consequently influence the sharing of information between the
parties and its conveyance to the court. 

There are two types of information that the court does not hold.The first type is infor-
mation shared by both litigants, but not by the court.This includes not only information

AQ. i.e. not by
the court
before the
trial, from the
next two
sentences,
where the
court is privy
to the
information?

regarding past events, but also information concerning specialized issues that require
expert evidence in court.More generally, this is informationwhich is observable by both
parties, but is costly to verify in court.
The second type is information that is privately held by only one of the litigants,

which the other litigant, as well as the court, does not know. Very often the defendant is
privately informed about various aspects of her liability (what level of care she took,what
information she had, etc.) whereas the plaintiff holds private information regarding her
losses.
The lack of information makes the just and efficient implementation of procedural

rules difficult. An uninformed court cannot apply such rules optimally without first
learning the litigant’s private information. Thus, for example, the decision whether to
allow the plaintiff to use discoverymeasures against the defendant depends on the utility
of such discovery and its costs, both unknown to the court. To take another example,
a court contemplating whether to employ a provisional remedy against the defendant
must weigh its costs against its utility in case the plaintiff prevails. Yet, the weights
depend on the probability of plaintiff victory on trial, which the court does not know at
the early stages after the lawsuit is commenced.
To overcome its lack of information the court relies on the adversarial nature of

the lawsuit (even under inquisitorial systems), which motivates litigants to reveal the

AQ. Note 
cites Davis
, but the
sources listed
in the refs has
no year and
looks
incomplete.

relevant information and educate the court. Yet, it is exactly the adversarial behavior
of the parties, or, more concretely, their conflicting interests, that requires innovative
design of procedural mechanisms and active involvement of the court. Without such
involvement, the litigantsmay engage inwasteful competition, spendingmore resources
than socially optimal.
This combination of private information and conflicting interests complicates the

design of an optimal procedural system. The more adversarial the system, the more
information is uncovered, but the more costly the whole judicial process. On the other
hand, if the court is endowed with greater powers to regulate and interfere in litigation

 The law of evidence, which is not analyzed here, determines which information can be brought
into the court’s attention, how, and what weight it should be given in the court’s decision.

 On the adversarial nature of civil procedure in continental, usually perceived as inquisitorial,
systems such as France, Italy, and Germany, see Davis ().
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decisions, then total litigation costs may be reduced but less information may be con-
veyed to the court. Consequently, the court’s decision would become less accurate,
which often implies its decision is less just and efficient. The challenge is therefore to
harness the litigants’ private information in a way that would motivate them to educate
the court about it, without increasing costs.
Mechanism design is a theoretical framework that is based on the two attributes

described above: private information and conflicting interests. It allows the analyst to
examine current and proposed mechanisms in situations that have these two attributes,
and determine whether they are capable of implementing what is defined to be the
social choice function. The next section presents the basic model for such analysis and
demonstrates some of its possible applications.

The mechanism design approach
....................................................................................................................................................................

A mechanism design framework requires the analyst to define a social choice function
or correspondence f : � → C that maps every “state of the world” into an “outcome.”
Given the distinction between substance and procedure, and their above characteristics,
we define the social choice function according to substantive law as follows:

The set of states of the world, denoted � with typical elements θ ∈ �, describes
everything that is relevant as far as the substantive law and the parties involved are
concerned, including the involved parties’ preferences and past actions. The states
of the world are therefore not the ex ante states, before the dispute, but the interim
states, after the dispute yet before litigation.

The set of outcomes, denoted C with typical elements c ∈ C, describes the set of all
possible consequences, as conceived by substantive law. This set is independent of the
procedural rule that is adopted to implement substantive law.
To take a simple example—the law of torts prescribes a remedy for the victim for any

past action or omission of an alleged tort-feasor. Suppose that the alleged tort-feasor
could have taken any one of n different actions, α, . . . ,αn. Suppose that, according to
substantive law, if the alleged tort-feasor had taken any one of the actions α, . . . ,αk
then he is liable and should compensate the victim accordingly, and if he had taken any
one of the actions αk + , . . . ,αn then he is not liable and should not pay the victim
anything. Hence, the state of the world consists of the action taken by the alleged tort-
feasor, or � = {α, . . . ,αn}, and the set of outcomes is given by the set of pairs (x,y)
of non-negative real numbers, where x is the defendant’s total liability, and y is the
plaintiff ’s total recovery. If the damage to the victim is normalized to , then the social
choice function under a negligence standard f (αi) is (, ) if i is between  and k, and

AQ. Is this
right as
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(, ) if i is between k +  and n. That is, the tort-feasor pays the victim’s loss if the act
or omission was negligent, and pays nothing otherwise.
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Notice that the states of the world in this example are defined after the tort-feasor
has already acted (and a loss was incurred).Thus, this formulation restricts attention to
liability rules that determine the possible remedy after an action has been taken. 

Substantive law features twice in this model. First, it is instructive upon the court in
its decision. Second, it describes the social choice function. The two are not the same
because not all cases end in trial.The set of outcomes,C, describes the expected liabilities
of the alleged tort-feasor and the expected recovery of the victim, which consists of cases
that are litigated to judgment, as well as cases that are settled before or after they are
brought to court. In particular, the case where the tort-feasor pays  in court with
certainty, and the case where she pays  in settlement with probability ., are treated
as the same outcome for our analysis, assuming no litigation costs. The cases would be
different if litigation costs were positive.
The problem of mechanism design is how to design a game form or a mechanism, M,

whose solutions would belong to f (θ) for every state of the world θ∈�.  We interpret
the choice of a mechanism as a choice of a procedural rule.Thus, the problem of finding
a mechanism that accomplishes a certain goal or implements a certain social choice
function becomes a problem of how to design a procedural mechanism that would
implement substantive law.
More formally, a procedural mechanism consists of a pair M = (A,m) where A is the

set of actions that each party can take, and the mapping m: A × � → C describes the
expected consequences of a profile of actions a∈A when the state of the world is given
by θ . The mechanism design problem can be conveniently described diagrammatically
as shown in Figure .. 
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With reference to Figure ., themapping f describes the social choice function that
maps states of the world in � into consequences in C. The mechanism M defines a set
of rules that, together with the parties’ preferences and relevant history as described in
the relevant state of the world θ∈�, induces a game. The letter S denotes the “solution

Θ C

M

S

f

m

figure .. Themechanism design problem expressed as a Mount—Reiter triangle.

 This is opposed to property rules. The distinction between liability rules and property rules goes
beyond the scope of this chapter. See, for example, Calabresy and Melamed ().

 Sometimes, the more stringent requirement that the solutions of M coincide with f (θ) for every
state of the world θ∈� is invoked.

 This diagram, which is known as a Mount–Reiter triangle, appeared in Mount and Reiter ().
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concept” that is applied to this game. For example, in some situations, it may be rea-
sonable to assume that the parties will play a Nash equilibrium; in other situations, a
stronger solution concept such as dominant strategy equilibrium, or a weaker solution
concept such as the sequential elimination of strictly dominated strategies, may bemore
appropriate. The point is that different states of the world will give rise to different
games and different equilibriumoutcomes, whichwill bemapped by the functionm into
different consequences. As explained earlier, the objective is that the outcome function,
m, would map every relevant state of the world, θ∈�s, into f (θ).
Going back to the tort example, one procedural mechanism that can be examined is

a pleadings rule. The defendant-alleged tort-feasor may be required to choose between
acknowledging her liability or not. If she acknowledges her liability then she pays the
plaintiff some amount. If she denies her liability then the plaintiff decides whether to
pursue the case to trial or drop it. If he drops the lawsuit then each litigant gets some
(possibly negative) payoff. If the plaintiff decides to proceed to trial then the court
decides the case accurately, and, depending on its decision, awards each litigant some
(possibly negative) payoff.
Different assumptions about the knowledge and beliefs of the parties, and about the

appropriate S or “solution concept,” translate into differentmechanismdesign problems.
In the tort example, the state of the world is privately known by the defendant, and so
the appropriate solution concept is Bayesian–Nash equilibrium.
Two remarks are in order. First, we assume that the outcome function, m:

A × � → C, depends on the parties’ actions and on the state of the world. This for-
mulation is more general than the common assumption in the implementation and
mechanism design literature, where the outcome function depends only on the players’
actions.Thedifference is due to the fact that a proceduralmechanism typically involves a
judge or an arbitrator, whomay be able to observe the state of theworld and to condition
a decision on its realization.
Second, there are sometimes several procedural mechanisms that implement the

same substantive rule. In such a case, we are interested in finding the mechanism that
is optimal according to some other criterion of social welfare, such as the minimization
of the sum of costs to the parties.
The next four sections illustrate the usefulness of the mechanism design approach

through four examples: the design of fee-shifting rules, the design of discovery rules, the
design of fee structures for lawyers in class actions, and the use of third-party alternative
dispute-resolution (ADR) mechanisms.

The design of settlement and fee-shifting
procedures

....................................................................................................................................................................

One important mechanism for inducing litigants to change their main litigation deci-
sions is the shifting of litigation costs. Fee-shifting rules determine when and to what
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extent one litigant should reimburse another for her litigation costs. Fee-shifting rules
can be divided into two main categories. First, there are outcome-based fee-shifting
rules, which condition cost reimbursement on the outcome of trial. The two prominent
fee-shifting rules in this category are theAmerican rule, according towhich each litigant
bears her costs irrespective of the trial’s outcome, and the English rule, inwhich the loser
on trial fully reimburses the winner for her costs. Second, there are offer-of-settlement
rules (sometimes called offer-of-judgment rules), which condition cost reimbursement
on settlement offers that are rejected during litigation. One such rule is Rule  of the
American Federal Rules of Civil Procedure, according to which “if the judgment finally
obtained by the offeree is not more favorable than the offer, the offeree must pay the
costs incurred after the making of the offer.”
The law and economics literature has extensively analyzed the effect of both outcome-

based fee-shifting rules,  and offer-of-settlement rules,  on the incentives to sue, set-
tle, and invest in litigation. Yet, most of these studies have not attempted to identify the
optimal settlement procedure and fee-shifting rule when the goal is tominimize the cost
of litigation subject to the constraints imposed by substantive law such as maintaining
deterrence.
An important exception is Spier (a), who offers a characterization of the fee-

shifting rule that minimizes expected litigation costs or maximizes the likelihood of
settlement but does not consider deterrence. In Klement and Neeman () we extend
her work by explicitly incorporating deterrence, and thus substantive law, into the anal-
ysis. We show that a settlement procedure that we call a pleading mechanism together
with the English fee-shifting rule, according to which the loser in trial bears the legal
costs of the winner, maximizes the likelihood of settlement, and maintains deterrence,
as required by substantive law. We outline the main argument as follows.
Recall the tort example above. Suppose, for simplicity, that n = . That is, the tort-

feasor is either liable or not, and the social choice function that one would like to imple-
ment, if possible, is f (a)= (, ) and f (a) = (, ). We show that this social choice

AQ. Please
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carefully.function cannot be implemented. Intuitively, the reason for this is that implementation

of this function requires the parties to go to trial with a positive probability, which
imposes on the parties additional litigation costs that are not captured by the substantive
liability rule.
We therefore examine a weaker substantive standard, which mandates only that the

difference between the defendant’s expected liability if she is liable and if she is not is .
A liable defendant is thus still required to compensate the plaintiff for the entire damages
caused, as under the original social choice function, but because of litigation costs, and
the necessity of (ex post, inefficiently) going to trial in order to achieve justice, it is
impossible to ensure that the expected payoff to the plaintiff be equal to the damage
caused when the defendant is indeed liable, and be equal to zero otherwise.
We maintain the assumption that if the parties go to trial, then the court discovers

whether or not the defendant is liable. And,we further assume that the court requires the

 See, for example, Shavell (b), Braeutigam et al. (), and Katz ().
 See, for example, Miller (), and Chung ().
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defendant to compensate the plaintiff for her loss, , if she is found liable. We therefore
assume a substantive law that does not allow decoupling, on the one hand, or punitive
damages, on the other. In this example as well as in other contexts, substantive law
imposes certain constraints, and procedural law provides the mechanism that satisfies
these constraints.
However, since going to court is costly for both the plaintiff and the defendant, the

objective is to design a settlement procedure that would compensate the plaintiff if and
only if the defendant is indeed liable, and that would maximize the likelihood that
the parties would settle outside of court and thus save the associated legal fees. The
instrument that can be used for this purpose is fee-shifting rules.
As mentioned earlier, in Klement and Neeman () we show that a pleading

mechanism  together with the English fee-shifting rule maximizes the likelihood of
settlement. The mechanism allows the plaintiff to make a take-it-or-leave-it settlement
offer, which the defendant may either accept or reject. If the defendant rejects the offer
then the plaintiff must decide whether to proceed to trial, and if she does then the court
finds whether the defendant is liable or not, and allocates litigation costs according to
the English fee-shifting rule.
The intuition for this result is the following. If it had been commonly known whether

the defendant was truly liable or not, then, under the optimal mechanism, or the mech-
anism that maximizes the interim likelihood of settlement subject to a minimal deter-
rence constraint, the plaintiff and defendant would have settled with probability , and
because of the deterrence constraint, the difference between the expected settlements
of liable and non-liable defendants would have been equal to the extent of the damage
caused to the plaintiff. Obviously, such a mechanism is not incentive compatible. In a
world in which the defendant’s true liability is not known to anyone but herself, a liable
defendant has an incentive to pretend she is not liable so she can settle for less. It follows
that an optimal mechanism must provide an incentive for liable defendants to admit
their liability.
Because the defendant’s true liability can be verified only in court, the only way to

do this involves going to court with a positive probability. Because going to court is
costly, the probability of going to court has to be minimized under the optimal mech-
anism. Conditional on the case going to trial, the English fee-shifting rule is the one
that maximizes the difference between the expected payments of liable and non-liable
defendants. Therefore, because the optimal mechanism should provide the “cheapest”
possible incentives for being truthful, deterrence implies that it must rely on the English
rule, because in this way it is possible to satisfy the deterrence constraint with the lowest
possible probability of going to trial. The reason is similar to the well known argument
that efficiency requires setting very large fines for those caught violating the law, but
very small probabilities of detecting offenders (Becker, ).

 In Klement and Neeman’s pleading mechanism the defendant is asked to plead whether she is
liable or not. If she pleads liable, then she has to fully compensate the plaintiff for the damage caused. If
she pleads not liable, then the plaintiff decides whether to litigate to trial or drop the case.
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One interesting outcome of the model is that the maximum probability of settlement
equals the probability that the defendant is liable, and it is independent of the litigant’s
litigation costs. This conclusion contradicts most theoretical and empirical findings,
which identify a positive correlation between the probability of settlement and litigation
costs. The intuition here is that under the English fee-shifting rule any increase in
litigation costs renders litigation less profitable for the plaintiff, and she is therefore
less willing to proceed to trial. But then, liable defendants have a stronger incentive to
deny their liability and refuse to settle, hoping that the plaintiff will drop the suit. Under
the optimal mechanism these two effects cancel out, and therefore the probability of
settlement is kept constant. 

The design of discovery rules
....................................................................................................................................................................

Historically, the common law has relegated all information transmission between the AQ. relegated
or delegated?

parties to the trial stage.  Modern civil justice systems have recognized, however, that
pretrial discovery and disclosure devices are necessary.These may include: depositions,
which are oral or written questioning of witnesses; interrogatories, which consist of
written questions to a party; production of documents; physical ormental examinations
of parties or persons under legal control of a party; and requests for admissions, which
require a party to admit proposition of fact tendered in a written request.
Discovery can serve various objectives: it may eliminate fictitious controversies, upon

which the parties would agree after discovery, and may even encourage pretrial settle-
ment based on the information discovered; it can simplify the presentation of evidence
at trial, by allowing the parties to exchange documents and review thembefore trial, and
reduce the “gaming” effect of litigation; and it can secure the submission of accurate evi-
dence, not deteriorated by the passage of time until trial. To put things more generally,
pretrial discovery has two main goals: to encourage early settlement, and to raise the
accuracy of trial.
Yet, pretrial discovery has its faults. Most significantly, discovery is costly. Since it

is not limited to evidence which is admissible at trial, and since it is not constrained
by the court’s time, discovery usually increases total litigation costs for cases that are
not settled. Moreover, litigants can use discovery strategically, to force litigation costs
upon their rivals. The question therefore stands, whether discovery’s benefits outweigh
its costs, and, if they do, whether and how discovery should be regulated by the court.
A large part of the literature has focused on the proper standard to implement

in discovery disputes. That is, authors have attempted to draw up guidelines for

 For a similar conclusion see Nalebuff (), proposition .
 Equity cases were different, in that these facilitated the transmission of documentary evidence

before trial. This was meant to overcome a party’s privilege at common law trials not to testify against
his own cause. See James et al. (, pp. –).

 See Kakalik et al. ().
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deciding whether a specific discovery application is justified and should therefore be
allowed, and possible mechanisms to induce litigants to take mostly justified discovery
measures. 

One exception isMnookin andWilson (), who used amechanism design frame-
work to show that under the optimal mechanism the initial allocation of information
between the parties does not affect their expected ex ante gains from a joint discovery
plan. In their model, therefore, the tension between the direct costs of discovery and
its benefit in encouraging settlement and consequently saving litigation costs may be
resolved through Coasian, pre-discovery, bargaining. Yet, their model does not account
for the effect of discovery on the implementation of substantive standards.
In Klement and Neeman () we have considered whether the likelihood of settle-

ment under the optimal pleading mechanism and fee-shifting rule can be increased by
the addition of a discovery phase. We showed that this is impossible, since under the
assumptions of the model the probability of going to trial is a martingale. The expected

AQ. the
probability is
a martingale? posterior belief (i.e. following discovery) that the defendant is liable equals the prior

belief (i.e. before discovery). Since the maximum probability of settlement equals the
probability that the defendant is liable, discovery cannot increase the probability of
settlement. Thus, any gain that discovery would produce in the probability of going to
trial in some states of the world must be offset by corresponding losses in other states
of the world.

The design of fee structures for lawyers
in class actions

....................................................................................................................................................................

Class actions are private lawsuits in which the representedmembers of the plaintiff class
are absent throughout the litigation, yet are bound by its outcome. It is not uncommon
that in a single class action millions of plaintiffs may be represented, hundreds of
millions of dollars may be at stake, and whole industries may be at risk of liability.
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However, it is the opportunity for private profit, and not the concern for class members’
interests, whichmotivates private attorneys to litigate class actions, invest their time and
money, and bear the risk of no compensation if they fail to win a favorable judgment.
Class actions thus provide a new paradigm for litigation—the private attorney general
paradigm.
Courts have long been struggling with the challenges of managing class actions. Pur-

suing their own private profit often causes class attorneys to behave in an opportunistic
manner, at the expense of the represented class. This tension, between the class action’s

 See for example Sobel (), Cooter and Rubinfeld (), and Hay ().
 The most dramatic example is the asbestos industry, which has been exposed to numerous class

actions since the s, resulting in several defendants turning insolvent (Hensler et al., ).
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social goals and the class attorneys’ private profit, has generated much concern and
debate with respect to the issues of how to select the class attorney, how to monitor her
behavior, and how to compensate her.This section addresses the latter issue. It examines
theway inwhich an attorney fee structure thatmaximizes the expected recovery for class
members may be implemented in practice.
Unlike ordinary litigation, where courts do not usually intervene in the litigants’

choice of attorney, in their attorney fee arrangements, or in their settlement decisions, in
class actions courts are required to do all of these, in order to secure for class members
proper compensation, given the merit of their case. Although it may seem that the
court’s problem in designing optimal fee structures for class attorneys is similar to the
one faced by litigants in ordinary litigation, three important features of class actions
render this problem more complicated.
First, whereas individual clients may choose to pay their lawyers a non-contingent

fee, a class attorney’s litigation fee must be contingent on winning the trial. Class mem-
bers are dispersed and are very costly to identify, especially when the defendant wins an
adverse judgment, because no individual class member has an incentive to step forward
and identify herself just for the sake of bearing the class attorney’s costs. Furthermore, as
a matter of law and practice, absent class members are not liable for costs of litigation or
attorneys’ fees in the event of an adverse judgment against the class, so class attorneys are
not compensated unless they create a common fund for the class by winning or settling
the lawsuit.
Second, individual clients have strong incentives to take adequate measures to

directly monitor their attorneys, which class members and their representatives lack.
Most class actions are “lawyer driven” and the class attorney maintains all but absolute
control over the lawsuit. She usually initiates the suit, selects the class representative, and
controls both the litigation process and settlement decisions. The class representative,
while supposedly in charge of the litigation as fiduciary for all those similarly situated,
is in reality only a token figurehead, with no actual control over the lawsuit. Other class
members’ involvement is even less significant, as they are inclined to free ride on any
litigation investment, sharing its proceeds without bearing the associated costs.
Finally, and aswe show,most importantly, in ordinary litigation lawyers “compete” for

individual clients, and are thus forced to offer optimal fee arrangements given themerits
of individual clients’ cases, in spite of the fact that the individual clients themselves may
not always be aware of all the salient features of their cases. In contrast, in class actions
the choice of attorney is usually made only indirectly. Typically, the court chooses the
representative class member out of the class members who initiated the lawsuit, and the
representative’s attorney is then automatically appointed to represent the class. Although
such a selection process is instrumental in motivating lawyers to search for worthy
causes of action and appropriate class representatives, it nevertheless undermines the
competitive forces in the selection of the class attorney. Moreover, the potentially large
financial burden of the class action results in a limited and specialized class action bar,
which further limits the possibility for a real market for class attorneys.
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Using a mechanism design approach, it is possible to show that if the court can
observe the class attorney’s effort (the number of hours she spent on the case), then the
optimal expected payment to the class may be realized using the lodestar method—a
contingent hourly fee arrangement which is currently practiced in many class actions—
but only if the hourly contingent fee is multiplied by a declining, as opposed to the
practiced constant multiplier. That is, the optimal contingent fee to the class attor-
ney should be concave in the number of hours worked. In some circumstances, the
same optimal fee structure can be implemented even if the court cannot observe the
class attorney’s effort, and is therefore forced to use a percentage fee. In such cases
the class attorney can optimally be offered a choice among a schedule of fees, each
consisting of a fixed percentage and a threshold amount below which the class attor-
ney earns no fee, with the threshold increasing with the chosen fixed percentage.
The class attorney is paid the fixed percentage chosen only for amounts won above
the threshold.
Both fee schedules allow the class attorney to capture a positive rent, over and above

her reservation value. This positive rent is a direct consequence both of the court’s
inability to secure optimal effort by the class attorney (the moral hazard problem) and
of the court’s lack of information concerning the attorney’s ability and the merit of the
case (the adverse selection problem).Thepossible equivalence of the optimal percentage
and lodestar methods suggests that the adverse selection problem should be of much
concern to courts and regulators when considering how to reform class actions. This
finding should be contrasted with the extensive attention given by the literature to
lawyers’ moral hazard problems, and the scant discussion, if any, devoted to adverse
selection issues.
To gain some intuition for our results, suppose first that the court can perfectly

observe andmonitor the time the class attorney spends on the case but is not completely
informed about either the attorney’s ability, or the merits of the case. In other words,
the court does not know the class attorney’s production function—the way in which
her effort would affect the expected judgment—which implies that the court faces the
problem of determining the level of effort that should be optimally exerted by the
attorney.
Clients in ordinary litigation do not usually face such a problem, for two reasons.

First, the attorney can be paid her regular hourly fee independently of the outcome
of trial. When paid the reservation value of her time, the attorney is likely to abide
by both professional and ethical duties toward her client, and invest optimally in the
case. Second, even assuming away professional and ethical considerations, competition
among attorneys is likely to drive attorneys’ fees toward their respective reservation
values, leaving all the surplus to the client.
In contrast, in class actions the attorney’s compensation must be contingent on win-

ning, and therefore itmust be adjusted to account for the risk of non-payment.The lower
the probability of winning, the higher the likelihood of non-payment, and the higher
should be the adjustment of the attorney’s fee. In the absence of any competitive forces
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the attorney may therefore be tempted to pretend that the probability of not winning is
higher than it actually is, in order to win a higher adjustment. Such behavior generates
inefficiency, for two reasons. First, in order to reduce the rent a high-probability attorney
can obtain from pretending to have a lower probability of winning, the court has to
limit the number of hours paid to low-probability attorneys, thus having them exert
less effort than their optimal level in the absence of asymmetric information. Second,
this implies that it is impossible to prevent high-probability attorneys from obtaining a
positive informational rent.
By pre-specifying different levels of effort and adjustments, the court should opti-

mally screen among the different “types” of attorney, in order to have each attorney’s
investment in the case be as close as possible to the optimal investment, given her infor-
mation. However, such optimal screening cannot avoid underinvestment of attorney’s
effort on the one hand, and overpayment to the attorney on the other.
The main result of Klement and Neeman () is that when the class attorney

possesses private information about the probability of winning the class action, the
rent that she extracts under the optimal fee schedule may be so large that, by using
a percentage fee schedule, the same optimal pairs of effort and adjustments can be
implemented even if the attorney’s effort cannot be observed at all. Intuitively, a per-
centage fee induces the class attorney to work on the case up to the point where
her marginal return equals her per-hour cost. Since the attorney’s marginal return is
increasing in her percentage, so is her choice of effort. Klement and Neeman ()
show that to implement the optimal fee schedule the percentage that is chosen by the
attorney must be increasing in her estimated probability of winning. At the same time,
to extract at least part of the attorney’s informational rent, each percentage must be
coupled with a threshold amount below which the attorney earns no fee. They show
that optimal screening among attorneys according to their estimated probabilities of
winning requires coupling a higher percentagewith a higher threshold, which still leaves
the attorney an informational rent that increases in her probability of winning. As it
turns out, the informational rent of the attorney under this payment scheme need not
be higher than the rent she obtains under the optimal fee schedule when her effort
is observable.

The design of third-party ADR mechanisms
....................................................................................................................................................................

Most proposals for reform of the judicial system include detailed plans to encourage
litigants to use alternative dispute-resolution (ADR) mechanisms. Among those, two
stand out: arbitration andmediation. Arbitration is an adjudicative procedure, in which
a privately hired third party hears the evidence and then delivers a (potentially) binding
decision. Mediation is a facilitative procedure, where the third party assists the litigants
to reach an agreement and settle their dispute.
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There is a vast amount of theoretical and empirical literature on the use of third-party
ADRmechanisms. Yet, none of this literature seems to answer a fundamental puzzle:
how can third parties improve either the quality of decision-making or the efficiency of
settlement negotiations? Indeed, a number of results in themechanism design literature
that describe how in some contexts it is possible to “decentralize” any social choice rule
suggest that they cannot.

Both mechanisms have many effects that go beyond the scope of a simple rational
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behavior model. Nevertheless, it would be interesting to examine their more limited
implications within such a model. ADR mechanisms may figure into our framework
in two possible variations – arbitration and mediation. In the first, one would replace
the court with an arbitrator who could deliver an “intermediate” judgment. That is,
the arbitrator, unlike the court, would not be required to decide the dispute on an all-
or-nothing basis, and may therefore decide that the defendant should compensate the
plaintiff for only part of his losses. More generally, an arbitrator would not be bound
by substantive law. The question, thus, is whether relaxing this constraint can help
implement substantive standards more efficiently.
Notice that the parties may opt for arbitration either before the dispute or after it.

Signing an arbitration agreement before the dispute is not always possible. Yet, when it is
possible, the parties would do so only if it would minimize their litigation costs, subject
to the substantive law constraint (assuming, of course, that substantive law is efficient).
That is, they will choose arbitration only if it is ex ante efficient. On the other hand, if the
arbitration option is available only after the dispute, the parties would attribute no value
to maintaining the substantive law constraint. They will, therefore, select arbitration
only if its outcome is ex post efficient for both. It is interesting to examine the effect of
the different timing of selection on the optimal structure of arbitration mechanisms.
In the second variation, we may want to allow the litigants to use a mediator who

can transfer information between them before they decide whether to settle, and to
help them coordinate on a specific correlated equilibrium. Referring back to Figure
., the mediator can affect both the mechanism, M, and the appropriate solution
concept, S. Some important work on these questions has already been done by Brown
and Ayres (). Yet, they, too, have not accounted for the effects of mediation on the
implementation of substantive standards.
A crucial first step toward addressing these issues hinges on the questions of when

and how it is possible to find simple “practicable” game forms that would implement the
same social choice function as some given abstract direct-revelation mechanism.These
questions, which are still very much open questions in mechanism design theory, can
be answered in some contexts (cf. auction theory). The challenge is to come up with a
general answer that would shed light on the question of mediation versus arbitration
versus abstract mechanism design.

 See for example Shavell () and Bernstein ().
 For example, the second-price auction is a decentralized mechanism that implements the optimal

allocation in a single good auction.
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Concluding remarks
....................................................................................................................................................................

This chapter draws a template for future research. It introduces a framework that
respects the ingrained distinction between substance and procedure, yet does not
undermine the substantive (or primary) effects of procedural rules. Using a mechanism
design approach in which substantive law defines the social choice function and pro-
cedural rules describe possible game forms that may implement it, may prove useful in
realizing the possible effects and limitations of various procedural mechanisms.
However, like any other model or approach, the mechanism design approach also

has its weaknesses. It tends to abstract away from many complicating factors that often
prove very important in practice. And it may prove to be sensitive to the allocation of
information between the litigants, to their renegotiation opportunities, and to various
sources of bounded rationality.
Mechanism design is therefore one more instrument in the policy-maker’s toolkit.

It may offer a fresh perspective over long-debated issues. Combining it with other
theoretical and empirical methodologies would prove fruitful in the search for more
efficiency and justice in legal systems.
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Introduction
....................................................................................................................................................................

In recent years, the rational actor model—pivotal to much modern economic theory—
has fallen under renewed criticism from scholars both inside and outside economics
proper. By at least some accounts, this scrutiny is long overdue. Indeed, there are scores
of examples where observed behavior appears strikingly at odds with at least the most
straightforward predictions ofmodels with strong rationality assumptions.The growing
literature in behavioral economics is largely dedicated to cataloguing and systematizing
instances in which preferences are internally inconsistent, dynamically unstable, or
actuarially biased. Examples of such phenomena include overconfidence, endowment
effects, framing effects, self-serving biases, heuristics, cycling, and various forms of
bounded rationality (see e.g. Rabin, , for an overview).

Given the ascendancy of this literature, there is a natural urge to transcend the
positive connections between decision-making problems and cognitive biases, and to
explore the normative consequences that such phenomena imply. Not surprisingly, a
number of recent efforts in the literature appear to do just that, using topics within
behavioral economics as springboards for proposing market interventions or legal
reforms that attempt to compensate for the existence of cognitive preference distortions.

 This chapter is based on Heifetz, A., Segev, E. and Talley, E. () “Market design with endogenous
preferences,” Games and Economic Behaviour, , pp. –, with permission from Elsevier. We thank
Jennifer Arlen, Ian Ayres, Colin Camerer, Richard Craswell, and Ehud Kamar. All errors are ours.
Support from the Hammer fund for Economic cooperation is also gratefully acknowledged.
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Sunstein (), for example, considers how elimination of at-will employment doctrine
may help address problems with endowment effects.

In the main, these normative approaches tend to view cognitive biases as exogenous
parameters within a behavioral model, and take preferences (distorted by biases) to
be a primitive building block of equilibrium behavior. Such an assumption, however,
stands in contrast with much of the existing experimental evidence, which suggests
that many cognitive dispositions appear to be highly context specific, rising to first-
order importance in certain settings, while curiously marginal in others (Camerer et al.,
). Thus, without a more general theory of context, it is difficult to predict how (or
whether) various biases occurring in the laboratory should translate to the real-world
targets of policy reforms, and how these biases may be affected by such interventions.

In this chapter, we put forward a model for analyzing how context and cognition
plausibly interact with one another, and a resulting framework for studying institutional
design within such a setting. Our analysis reveals that the task of designing institutions
in the presence of cognitive biases is somewhat more complicated than in the classi-
cal approach to design problems, for at least two reasons. First (and most centrally),
regulatory interventions themselves are likely to distort context, and in so doing may
affect the direction ormagnitude of various cognitive dispositions.When contemplating
issues of institutional design and policy, then, onemust take care not only to identify the
biases which cause inefficiencies, but also to anticipate the feedback effects induced by
the very regulatory apparatus meant to compensate for them. Such feedback effects are
frequently not incorporated into normative policy proposals, and their omission could
very well lead to imprecise, inefficient, and ultimately ineffectual reforms.

Second, even if one could anticipate the feedback effects described above, a particu-
larly thorny problem remains in specifying a reasonable definition of “optimality” in
the presence of endogenous preferences. Indeed, conventional notions of economic
welfare become more contested in environments where preferences themselves shift
over time (see, e.g., Carmichael &MacLeod, ). Aswe demonstrate below, the nature
of an optimal regulatory intervention may turn dramatically on whether one defines
optimality in terms of context-specific or context-independent preferences.

The analytic model we propose is one in which cognitive dispositions—much like
behavior itself—arise endogenously, through an equilibrium process. Thus this chapter
adds to a recent literature on endogenous preferences which examines the relationships
between endogenously changing preferences and economic institutions. We give here a
brief overview of this literature.

In , Stiglitz phrased the idea that themarket structure influences preferences, and
asked how should we design economic organizations. He analyzed examples in labor
markets, financial markets, and others, in which changes in the market may change
individuals’ preferences such as altruism, cooperativeness, and willingness to take risks.

 Other examples include Jolls (), who argues that wealth redistribution is more efficiently
accomplished through legal liability rules than through tax and trasnfer systems, since people
systematically underestimate the likelihood of legal liability.
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Following his footsteps, Aaron () and Bowles () also call for taking preference
endogeneity into account when designing economic institutions.

The concept of endogenous preferences has been examined in different strategic
environments. In his  paper, Gintis was among the first to formalize the idea in a
general equilibriummodel that analyzes themarket for labor. He compared the result of
the neoclassical approach which treats the preferences as exogenous with his approach
and derives conditions under which the two approaches lead to a different level of
overall welfare. Palacios-Huertaa and Santos () also develop a general equilibrium
model in which the player’s attitude toward risk (a parameter which influences her
utility) changes over time as a result of the financial structure of the market, and discuss
the formation of the long-run equilibrium of such a process. Bonatti () analyzes
optimal policies for the government in a general equilibriummodel of amarketwith for-
profit and non-profit organizations. Agents’ willingness to devote effort to non-profit
activities is indirectly influenced by the aggregate volume of non-profit activities. Thus
public policy that supports such activities can also affect agents’ preferences.

Another common strategic environment for analyzing the relationships between
market institutions and preferences is that of a public good in which an individual
decides howmuch, if at all, she will contribute to the public good. Her preferences then
might change according to whether a subsidy or a different incentive is given, as in Bar-
Gill and Fershtman (), and Bowles and Hwang ().

In political economy Gerber and Jackson () examine empirical evidence sug-
gesting that preferences are endogenous to the electoral process. Moreover, Fershtman
and Heifetz () show that a plausible outcome of the process of a change in policy
variables followed by a change in voters, taste can be political instability.They emphasize
that an elected politician should be sophisticated and adopt a policy that will be optimal
to most voters after the opinions will adjust to that policy.

In bargaining theory Güth and Napel () and Berninghaus, et al. () show
that if players play either an ultimatum game or a dictator game then preferences biases
such as inequality aversion, reciprocity, and equity concerns change as the probability
of playing any of these games (i.e. the environment) changes. Finally, in the context
of law and economics there exists a string of works that examine the design of legal
institutions in the presence of endogenously changing preferences. Among these are
works by Sunstein (), Bar-Gill (), Bar-Gill and Fershtman (), and Güth
and Ockenfels ().

The approach of endogenous preferences hinges on the commitment value of prefer-
ences: i.e., it may “pay” to be concernedwithmotives other than one’s ownwealth (in the
form of biased preferences), since so doing can induce other actors to make favorable
accommodations in their equilibrium behavior. A recent literature whose origins trace

 Samuelson () presents a brief overview of this literature, while Dekel et al. () and Heifetz
et al. (b) present general results in this vein. Examples include Güth and Yaari (), Huck and
Oechssler (), Fershtman and Weiss (, ), Rotemberg (), Bester and Güth (),
Possajennikov (), Bolle (), Bergman and Bergman (), Koçkesen et al. (a, b),
Guttmann (), Sethi and Somanathan (), Kyle and Wang (), Benos (), Heifetz and
Segev ().
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back (at least) to Becker () has studied this concept of the commitment value of
preferences. Ultimately, holding the economic environment constant, the interaction
between individual biases and this responsive accommodation by others can generate a
stable equilibrium both in preferences and in behavior. Accordingly, when the underly-
ing economic environment governing the interaction changes, preferences and behavior
will both adjust as well.

The linchpin of the equilibration process we posit is an assumption that those who
adopt preference dispositions yielding larger material rewards (as measured by their
context-independent preferences) also tend to become more prominent in the popula-
tion of players. While this equilibrating process is certainly reminiscent of literal evolu-
tionary equilibrium concepts, it is significantly broader than that.The same account, for
example, would also apply to situations where individuals simply imitated and adopted
the attitudes and norms of those who appear to be successful over the long term, thereby
reducing the economic influence of others. This concept of preference equilibrium is a
natural embarking point for an economic analysis of preference endogeneity, since () it
is grounded in first principles rather than exogenous assumptions about biases; and ()
it ultimately subscribes to the notion that individuals adapt in a way which is beneficial
to their own, genuine welfare (albeit indirectly and unconsciously).

In order to illustrate the application of our framework, we explore its consequences
in what is perhaps the most fundamental arena of economic interaction: bilateral
exchange. Using a familiar, canonical framework of non-cooperative bargaining with
two-sided private information as a benchmark (e.g. Myerson and Satterthwaite, ),
we characterize the emergence of preference distortions during bargaining that cause
negotiators to skew their perceived private values away from those they would perceive
outside the bargaining context. Such preference distortions are commonly observed
in the experimental literature, often associated with the “endowment effect,” the “self-
serving bias,” or both. We demonstrate how such cognitive dispositions can benefit
private negotiators, effectively transforming them into “tougher” bargainers than they
would be in the absence of bias, thereby augmenting the credibility of their threat
to exit without an agreement. Moreover, based on the analysis in Heifetz and Segev
(), we illustrate how such transitory preference distortions are a viable equilib-
rium trait within a population of parties who bargain in thin market settings, iden-
tifying the emerging preference-behavior equilibrium as a function of the bargaining
scheme.

We then turn our attention to the question of optimal institutional design. Using
the bilateral bargaining framework described above as a template, we demonstrate how
various market interventions—either by the state or by a benevolent third party—can
have profound effects on both the existence and the magnitude of transitory prefer-
ence distortions during negotiation. Accounting for these effects can cause an optimal
regulatory scheme to differ (sometimes dramatically) from that in which cognitive
dispositions were either assumed away or treated as exogenous primitives.

Significantly, the market interventions we analyze are not merely fanciful figments
of our collective imagination, but rather real-world mechanisms through which third
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parties can (and do) exercise regulatory power at various points in the bargaining pro-
cess. In particular, we focus on three genres of actualmarket intervention (differentiated
by the time at which regulation occurs) that are particularly salient:

• Ex post intervention. A number of institutional devices exist for rewarding traders
upon reaching a negotiated outcome. For example, various elements of the tax code
often act to subsidize the consummated bargains. This approach is also increas-
ingly common in the international arena, as funding sources (such as the World
Bank) have begun to de-emphasize the importance of demonstrating economic
need, basing their funding decisions more centrally on a model of rewarding the
resolution of international conflicts and the implementation of internal agreements
to distribute aid effectively.

• Interim intervention. Other forms of regulatory intervention occur in the negoti-
ation process itself, artificially constraining the types of bargains that are allowed.
For example, numerous legal rules (such as the doctrines of consideration and
unconscionability in contract law, and the doctrine of moeities in admiralty law)
operate to narrow the range of enforceable bargaining outcomes relative to what
the parties would find individually rational. In addition, in some circumstances
price/wage ceilings and floors operate with a similar constraining effect.

• Ex ante intervention. Still other regulatory interventions take place before bar-
gaining even begins, at the point at which initial property rights are assigned. A
substantial portion of common-law doctrines and statutory provisions are dedi-
cated to specifying the contours of individual property rights, ranging from strong
monolithic entitlements protected by injunctive relief, to weak entitlements that
are either protected solely with damages or are subject to other forms of divided
ownership (e.g. Ayres and Talley, ). Individuals frequently negotiate transfers
of title in the shadow of these entitlements.

Within each of these examples, we show how an optimal regulatory intervention
would account not only for garden-variety market failures, but also for the endogenous
cognitive shifts that regulatory interventions themselves can trigger. In so doing, we
highlight howmany of the now-accepted approaches for mitigating strategic barriers to
trade might fare once cognitive barriers are also taken into account.

In some instances, the fit is a poor one. For example, while subsidizing successful
trades (i.e. ex post intervention) has long been recognized as a method for counter-
acting the effects of strategic behavior by privately informed parties, we demonstrate
that such subsidy schemes can themselves aggravate transitory preference shifts. As
a result, optimal market design in the presence of endogenous cognitive biases may
require a significantly greater amount of intervention in themarket (i.e. a higher subsidy

 See, e.g., Cal. Rev. & Tax Code §. (paying a  tax credit for the purchase and installation
of solar energy equipment by California residents).

 See, e.g., Dollar ().
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rate) than would be necessary in an environment where agents were devoid of such
distortions.

Less pessimistically, we demonstrate that there are some forms of intervention in
which strategic and cognitive concerns overlap. For instance, we show how “weak”
property entitlements (such as joint ownership or “fuzzy” property rights) not only
help to mitigate strategic misrepresentation (e.g. Cramton et al., ; Ayres and Talley,
), but they can also help to dissipate cognitive dispositions toward toughness.

In a similar vein, we find that interim interventions constraining the types of allowed
bargains, typically devised to secure incentives in the process of information exchange,
also help in mitigating transitory cognitive shifts. However, it turns out that exces-
sive such intervention—beyond the extent prescribed in Myerson and Satterthwaite
()—will in fact make the traders happiest in expectation given the endogenous level
of these shifts.

Our analysis illustrates also the second obstacle in conducting market design in
the presence of cognitive biases: the elusive meaning of the term “optimal.” Indeed,
in a situation where individual preferences are prone to endogenous shifts, utilitarian
notions such as efficiency become significantly more indeterminate than they are in
traditional rational choice theory. In particular, one might justifiably choose to focus
on a notion of welfare rooted in a-contextual preferences (what we shall intermit-
tently refer to, perhaps with some inaccuracy, as “wealth”), corresponding to those
preferences individuals manifest in the abstract, outside of an adversarial bargaining
context. Alternatively, one might conceive of welfare rooted in their preferences during
trade (what we shall intermittently refer to as “happiness”), corresponding to those
that individuals would perceive through their transitory preference dispositions at the
point of bargaining. As we demonstrate, this distinction is an important issue for policy
design, as wealth- and happiness-maximizing approaches frequently point at divergent
institutional structures.

The rest of this chapter is organized as follows. The following section introduces a
general framework for institutional design problems in the presence of endogenous dis-
positions.The third section applies this framework to the case of bilateral exchange with
private information, as inHeifetz and Segev ().We start by deriving the dependence
of the equilibriumdispositions on the bargainingmechanism, anddemonstrate how this
idea is operationalized in a particular bargaining equilibrium. The fourth section then
turns to our constructive enterprise, demonstrating (ad seriatim) how ex post, interim,
and ex ante interventions into market structure can affect the existence and degree of
preference distortions during bargaining. We characterize the optimal regulatory inter-
vention under the alternative goals of maximizing actual gains from trade (“wealth”)
versus maximizing the gains from trade as the traders perceive them to be during trade
(the traders’ “happiness”). We compare not only these optimal interventions to one

 This particular result turns on the social planner attempting to maximize a-contextual preferences.
However, as we show later, regardless of what the social planner attempts to maximize, the optimal
subsidy will generally diverge (either above or below) that of a classical analysis, in which biases are
assumed away.
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another, but also against the baseline case in which cognitive dispositions were wholly
absent. The fifth section concludes.

General framework: the design
of institutions when design

affects preferences
....................................................................................................................................................................

In this section we describe a general framework to evaluate institutional design when
preferences of individuals may be endogenously sensitive to this design. The next two
sections apply these ideas to the case of bilateral exchange with private information.

Let O be a set of outcomes pertaining to the individuals i ∈ I. LetUi be a set of utility
functions Ui : O → R that individual i may have. We denote by U = (Ui)i∈I a utility
profile of the individuals. The set of utility profiles is U = ∏

i∈I Ui.
Let there be awelfare aggregation functionW : U → U, whereU is also a set of utility

functions U : O → R. That is, for each utility profile U, W (U) : O → R is a utility
function itself.

The strategies available to individual i ∈ I are Si, and S = ∏
i∈I Si is the set of possible

strategy profiles. Amechanism is a functionμ : S → O, which specifies an outcome for
each strategy profile of the individuals. When the individuals have the utility profile U,
a strategy profile s∗ ∈ S is a Nash equilibrium of the mechanismμ if for each individual
i ∈ I

Ui
(
μ

(
s∗

)) ≥ Ui
(
μ

(
si, s∗−i

))
()

for every strategy si ∈ Si. As usual,
(
si, s∗−i

)
denotes the strategy profile obtained from

s∗ by replacing only the strategy s∗i of individual i by si.
Let M be the set of available mechanisms. We assume that for every utility profile

U ∈ U there exists a mechanismμ ∈ Mwhich has a Nash equilibrium for U. For every
mechanismμ ∈ M for which this is the case, we assume that one Nash equilibrium for
U is singled out, and denoted by s∗ (U,μ).

An institutional design is a map D : U → M such that for every utility profile
U ∈ U , the mechanism D (U) has a Nash equilibrium for U. The induced outcome is
then

o (U,D) = D (U)
(
s∗ (U,D (U))

)
()

 With this simplifying assumption we abstract, of course, from the difficult issue of equilibrium
selection in the case of multiple equilibria. We do so because our focus here is on market or mechanism
design given the way individuals actually behave under each particular design, not on why this specific
equilibrium behavior has emerged in lieu of other potential equilibria.
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We denote byD the collection of available designs.

For a given utility profile U, the classical problem of institutional design consists
of choosing a design D ∈ D so as to maximize W (U) (o (U,D)) for every U ∈ U .
In words, the challenge is to find, for every utility profile U ∈ U , a mechanism such
that the outcome induced by that mechanism at its Nash equilibrium will maximize the
aggregate welfare.

However, given the abundance of evidence on the sensitivity of preferences to context,
it may very well be the case that the design itself also has an unconscious effect on
individuals’ preferences. We therefore assume that in the context induced by the design
D, an individual with a utility functionUi will unconsciously try tomaximizeUD

i rather
thanUi.Thus, the institutionwill ultimately impose themechanismD

(
UD

)
rather than

D (U) , and the implemented outcome will be o
(
UD,D

)
rather than o (U,D) .

Howdoes the utility profile adapt to the institutional designD?That is, how is themap
U → UD determined? If we are to assume an unconscious adaptation of preferences to
context, it is first of all natural to assume that such an adaptation cannot be too “wild,”
but rather constrained to some “neighborhood” of specific distortions of the original
preferences. Formally, we therefore assume that for each utility function Ui ∈ Ui there
corresponds a set of utility distortionsN (Ui) ⊆ Ui, which contains Ui and fromwhich
UD

i can emerge.
How is UD

i ultimately singled out ofN (Ui)? Here it is natural to assume that while
the distortion from Ui to UD

i is not the result of a conscious process, UD
i eventually

adjusts so as to maximize the base utility Ui given the institution D and the emerging
utility functions UD

j of the other individuals (j �= i). Formally, denote by
(
Ũi,UD−i

)

the utility profile one obtains from UD
i by replacing only the utility function UD

i of
individual i by Ũi. Then we say that UD is a preference equilibrium utility profile within
the institutional designD if for every individual i ∈ I

UD
i ∈ arg max

Ũi∈N (Ui)

Ui
(
o
((

Ũi,UD
−i

)
,D

))
()

In otherwords,UD is aNash equilibriumof ameta-gamewith the strategy spaceN (Ui)

for individual i ∈ I and the payoff function fi :
∏

i∈I N (Ui) → R, defined by

fi
(
Ũ

) = Ui
(
o
(
Ũ,D

))
()

Typically, the preference equilibrium utility profile UD indeed varies with D and is
different than U. Intuitively, this is because the distortion from Ui toward UD

i shifts the
Nash equilibrium behavior of the other individuals from s∗−i

((
Ui,UD−i

)
,D

(
Ui,UD−i

))

to s∗−i
(
UD,D

(
UD

))
, both directly—through the first argument of s∗−i, and also indi-

rectly, via the effect on the mechanism implemented by the institution D—the second

 The definition of the institiution as a mapD : U → M assumes that the institution knows the
utility functions of the individuals. Thus, our work is cast in the classical framework of mechanism
design, and we have nothing to contribute here to the emerging literature on “robust mechanism
design” (e.g. Bergemann and Morris, ), which aims at reducing the knowledge base that the
institution is required to have.
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argument of s∗−i.This effect on others’ equilibrium behavior maymore than compensate
the individual for the fact that her own equilibrium choice, s∗i

(
UD,D

(
UD

))
, maxi-

mizes UD
i rather than her genuine Ui.

This approach to endogenous preferences is now well established in the literature.
It dates back at least to the seminal approach of Becker () (e.g. the “rotten kid
theorem,”which exemplified the commitment value of altruism), and elaborated further
in the numerous contributions cited in footnote . In particular, many of these contri-
butions analyzed the evolutionary viability of equilibrium preferences, and showed that
they are either evolutionarily stable in the space of preferences represented by the utility
functions in (N (Ui))i∈I , or, even stronger, the sole survivors in any regular payoff-
monotonic selection process in which preferences with higher fitness (with the fitness
function fi in equation ) proliferate at the expense of less fit preferences (Heifetz et al.,
c). The assumption that in equation () UD

i , i ∈ I constitute a Nash equilibrium
of the meta-game (equation ) does not necessarily hinge on the utility functions UD

i
being mutually observed among the individuals. Indeed, Nash equilibrium—both in
the game and in the meta-game – may very well emerge from various types of adaptive
adjustment processes which do not rely on explicit observation and reasoning.

The effect of the institutional design on the very preferences that the individu-
als try to maximize raises a new question regarding the object of social maximiza-
tion. Should the design be chosen so as to maximize W (U)

(
o
(
UD,D

))
, or rather

W
(
UD

) (
o
(
UD,D

))
?The former approach is based on the assumption that the prefer-

ence shifts from Ui to UD
i are short-lived, and welfare should be evaluated according to

the base utility profile, U. The latter approach aims at maximizing the aggregate welfare
of the individuals according to their utility profileUD, i.e. according to their preferences
when they interact within the institution. The analysis in this chapter will address both
these approaches.

Bilateral exchange with endogenous
preferences

....................................................................................................................................................................

We now proceed to analyze how the general framework of the previous section can
be applied to the case of bilateral exchange with private information, as in Heifetz and
Segev (). 

 See e.g. Al-Najjar et al. (), who postulate such an adaptive process for the emergence of biases.
However, our own particular application of bilateral exchange is one with privately-known valuations,
where Bayes–Nash play in the game itself is of doubtful meaning without assuming that the distribution
of subjective valuations is commonly known. That’s why we endorse this assumption later and spell it
out explicitly.

 Huck et al. () is a precursor analysis on the emergence of biases in Nash bargaining under
complete information.
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Consider a bilateral monopoly between a potential seller (denoted S) and buyer
(denoted as B), who bargain over an undifferentiated good or legal entitlement. Both
parties possess private information about their true valuations of the entitlement, but it
is commonly known that these core valuations are drawn independently from uniform
distributions on the same support

[
a, ā

]
, which we normalize to be [, ]. When we

say that the core valuation of the seller is s, we mean that this is the minimum price
for which she would be willing to sell the good were she to trade in some market as a
price-taker. Similarly, the core valuation b of the buyer is the maximum price he would
be willing to pay for the good as a price taker.

The bargaining scheme, however complicated, eventually gives rise to some probabil-
ity of trade p(s, b) for each pair of seller and buyer valuations s, b ∈ [, ], and an average
monetary transfer t(s, b) from the buyer to the seller given trade.The ex ante probability
of trade is therefore given by

P =
∫ 



∫ 


p(s, b)dsdb ()

and the ex ante expected gains from trade are

G =
∫ 



∫ 


(b − s) p(s, b)dsdb ()

which can be decomposed into

G = U + V

where

U =
∫ 



∫ 


(t(s, b) − s) p(s, b)dsdb

V =
∫ 



∫ 


(b − t(s, b)) p(s, b)dsdb

are the seller and buyer’s expected payoffs, respectively.
Introducing cognitive dispositions during trade, we now assume that each of the

parties may be subject to a preference drift in the course of bargaining, manifested
by an additive distortion of its valuation. In particular, we assume that the seller’s
perceived valuation of the entitlement consists of s + ε, which represents the sum of
her core valuation (s) and a distortion component (ε). Similarly, the buyer’s perceived
valuation of the entitlement consists of b − τ , which represents the difference between
his core valuation (b) and a distortion component (τ ). Intuitively, ε and τ represent a
type of emotional bargaining “toughness” exhibited by each side. Although the seller’s
“genuine” valuation of the entitlement is s, when bargaining over a sale she becomes

 To ease the exposition, we pursue the analysis with the uniform distribution, though a similar
analysis can be carried out also with more general distributions—see Heifetz and Segev () for
details.
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convinced that her true valuation is ε dollars higher still. Similarly, the buyer becomes
convinced that his valuation is τ dollars lower than his true valuation b.

Such distortions have both empirical and theoretical justifications for coming about.
Empirically, there is a vast and growing literature exploring the so-called “endowment
effect” in bargaining, which operates much like the toughness distortion envisioned
here; see Horowitz and McConnel () or Arlen et al. () for a literature survey.
Theoretically, the above distortions may play a valuable role in enhancing each side’s
expected payoff during bargaining. Indeed, if each party to a negotiation perceives
herself to possess a more “stingy” valuation than she would possess outside the bar-
gaining context, and this perception is observed by the other bargaining party, then the
preference distortion can, ironically, enhance her expected payoff (when viewed from
the standpoint of her genuine, a-contextual preferences).

We therefore assume in what follows that the supports of the perceived valuations—
[ε,  + ε] for the seller, and [−τ ,  − τ ] for the buyer—are commonly known, but we
allow them to be endogenously determined over time as part of a preference equilib-
rium. How is this equilibrium determined?

For any given toughness dispositions ε, τ , trade takes place with a positive probability
only when the true valuation s of the seller is in fact smaller than  − τ − ε,  and
the true valuation b of the buyer is larger than τ + ε.  We assume that the original
bargaining mechanism, as characterized by the trade probability p(s, b) and transfer
t(s, b) functions, is simply re-scaled to these new intervals of smaller length  − τ − ε.
The overall probability of trade thus shrinks to

∫ 



(∫ 


p(s, b)( − τ − ε)ds

)

( − τ − ε) db = P( − τ − ε) ()

and the ex ante gains from trade (as perceived by the bargaining parties) decrease to
∫ 



(∫ 


(( − τ − ε) (b − s)) p(s, b) ( − τ − ε) ds

)

( − τ − ε)db = G( − τ − ε)

()
Of this amount, U( − τ − ε) is enjoyed by the seller and the remaining V(−τ−ε)

by the buyer.
Note, however, that the private payoffs characterized above are expressed in terms

of each bargaining party’s preferences she perceives herself to have from within the
bargaining context. Of equal importance is how these distortions affect the parties,
“genuine” payoffs away from the bargaining context. Under this metric, the “true” profit
that the seller reaps increases by ε for every transaction she successfully consummates
(reflecting the abandonment of her transitory cognitive attachment to the entitlement).
As such, the seller’s a-contextual payoff in the above game in expected value terms is
given by:

 That is, when her perceived valuation S is smaller than  − τ , which is the maximum perceived
valuation of the buyer.

 That is, when his perceived valuation B is higher than ε – the minimum perceived valuation of the
seller.
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fseller(ε, τ) = U( − τ − ε) + P( − τ − ε)ε ()

Similarly, the “genuine” ex ante expected profit of the buyer increases by τ for every
successfully consummated transaction, becoming:

fbuyer(τ , ε) = V( − τ − ε) + P( − τ − ε)τ ()

Consequently, the a-contextual joint surplus of the parties is given by:

g (ε, τ) = G( − τ − ε) + P( − τ − ε) (ε + τ) ()

Definition . The bargainers’ preferences are at equilibrium, if each bargainer’s prefer-
ences confer the highest expected actual payoff given the preferences of the other bargainer,
i.e. if the seller’s “endowment effect” ε∗ maximizes her expected payoff given the “toughness
disposition” τ ∗ of the buyer, and vice versa.

In other words, (ε∗, τ ∗) are equilibrium dispositions if they constitute a Nash equilib-
rium of the meta-game with payoffs fseller, fbuyer, which is straightforward to compute:

Proposition . When U
P ,

V
P < 

 , the dispositions with the equilibrium preferences are

ε∗ = P − U
P +  (P − G)

τ ∗ = P − V
P +  (P − G)

In fact, a sharper result obtains: In a population of individuals who are repeatedly
matched at random to bargain, the preferences will indeed converge to having these
levels (ε∗, τ ∗) of the dispositions under any dynamic process that rewards material suc-
cess with proliferation, for a genuinely wide range of initial distributions of preferences
in the population. The proof of this theorem and the exact phrasing and proof of the
sharper result requires a few more technical definitions, and can be found in Heifetz
and Segev ().

To grasp the meaning of the conditions U
P ,

V
P < 

 (and hence
G
P < 

 ), notice that, by
equations () and (), it is always the case that P ≥ G, and the two quantities become
closer to one another when the probability of trade p(s, b) decreases when b − s is small,
and increaseswhen b − s is large.  Therefore, the condition G

P < 
 means that the trade

scheme allows for “a fair chance to strike even fairly profitable deals.” 

 P = G only in the limiting case when trade takes place with a positive probability exclusively when
b − s = , i.e. b =  and s = .

 If we restrict attention to incentive-compatibe (IC) and individually-rational (IR) trade
mechanisms (i.e. budget-balanced (BB)), substituting the uniform distributions into inequality () of
Myerson and Satterthwaite () yields that such mechanisms must satisfy G

P ≥ 
 . Thus, our condition

is compatible with (IC),(IR), and (BB). Moreover, virtually all the particular equilibria of bargaining
games we found in the literature satisfy the restriction G

P < 
 ; see Heifetz and Segev () for details.
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Even though a tough spirit or character in the course of bargaining is unilaterally
beneficial, and hence both bargainers adapt to such a toughmood during the bargaining
process, these tendencies constitutes a prisoners’ dilemma type of inefficiency:

Proposition . The parties might be better off without the distortion than with it, i.e. there
are values for ε and τ such that G ≥ g (ε, τ) . In particular, they are better off without the
equilibrium distortion than with it, i.e. G ≥ g (ε∗, τ ∗).

The proof of this proposition, as well as the other propositions in this chapter, can be
found in Heifetz et al. (a).

Thus, in terms of their a-contextual preferences (and a fortiori in terms of the traders’
preferences in the heat of bargaining), cognitive biases might make both parties worse
off than they would be if such biases were nonexistent. It is in precisely such instances
that there may be a case for some form of measured paternalism, either by the state
or by some other benevolent third party. Mitigating the cognitive shifts during trade is
thus a new task for a social planner, on top of the classical task of mitigating strategic
misrepresentation. In the section “Efficientmarket design” we shall explore how various
measures of intervention perform in obtaining this duo of goals simultaneously.

An example: sealed-bid double auctions

In order to illustrate how the characterization of equilibrium preferences is operational-
ized, consider the canonical bargaining problem presented in Chatterjee and Samuel-
son (). Within their model there is a unique Bayes–Nash equilibrium profile in
which strategies are smooth and strictly increasing in type. In the case of equal bar-
gaining power and uniform distributions on

[
S, S

] × [
B,B

]
, a seller with valuation s

offers:

σ (s) = 


s + 


B + 


S ()

and a buyer with valuation b bids:

β (b) = 


b + 


B + 


S ()

Consequently, trade occurs only when

b ≥ s + 


(
B − S

)
()

When normalizing the intervals over the unit square, this condition has the familiar
shape

b ≥ s + 
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and thus trade need not occur even when it is efficient.The total gains from trade in this
case are given by:

G =
∫ 





∫ 

s+ 


(b − s)dbds = 


U = V = 
G = 

 ; and finally, the probability of trade is given by:

P =
∫ 





∫ 

s+ 


dbds = 


The equilibrium biases are therefore 

ε∗ = P − U
P +  (P − G)

= 


()

τ ∗ = P − V
P +  (P − G)

= 


()

It turns out that with these biases the ex ante probability of trade becomes: P( −
τ ∗ − ε∗) = 

 , which is, of course, smaller than this probability without the biases
(P), and the ex ante total gains from trade are also reduced to G( − τ ∗ − ε∗) +
P ( − τ ∗ − ε∗) (ε∗ + τ ∗) = 

 . Thus we see in this case not only that the traders
are better off without the distortions than with them (judged by their a-contextual
preferences) but also the equilibrium strategies in the presence of the biases induce a
less efficient mechanism.

Efficient market design
....................................................................................................................................................................

Because the existence of endogenous bargaining toughness creates a prima facie case
for external intervention, we turn now to exploring the question of what form that
intervention might take. As noted in the Introduction, we consider three possible can-
didates, differentiated by the time period in which the social planner enters: interven-

 To make the computations more explicit, observe that with biases ε, τ , trade can take place only
when the perceived valuations S,B are in the interval

[
S,B

] = [ε,  − τ ]. Hence, by equation (), the
probability of trade becomes

∫ B− 
 (B−S)

S

∫ B

S+ 
 (B−S)

dBdS =
∫ (−τ)− 

 (−τ−ε)

ε

∫ −τ

S+ 
 (−τ−ε)

dBdS = 


( − τ − ε)

and the perceived gains from trade are

∫ (−τ)− 
 (−τ−ε)

ε

∫ −τ

S+ 
 (−τ−ε)

(B − S) dBdS = 


( − τ − ε)
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tion ex post, at the interim stage, or at the ex ante stage. For each case, moreover, we
consider alternative efficiency definitions using, respectively, the players’ a-contextual
preferences (whichwe have labeled “wealth”), on the one hand, and their contextualized,
“hot” preferences (labeled “happiness”), on the other. Although our analysis will focus
on the example developed in the previous section, it is easily generalizable.

Ex post intervention: subsidizing trade

It has long been recognized in the bargaining literature that strategic barriers to trade
can be reduced—and even eliminated—through an appropriately crafted ex post sub-
sidy. Under such a scheme, a third-party insurer promises to pay a subsidy to the
bargainers should they successfully consummate a transaction. If the subsidy is suffi-
ciently large, it can counteract the incentives that playersmight otherwise have to extract
information rents by threatening to walk out on the negotiations. The effect can be so
pronounced as to eliminate completely the generic inefficiency that frequently attends
bilateral bargaining (Myerson and Satterthwaite, ).

The attraction to trade subsidies, moreover, is more than a theoretical curiosity.
Indeed, a number of legal and institutionalmechanisms plausibly serve the very purpose
of subsidizing successful bargaining outcomes. While a complete list of them is beyond
the scope of this article, a few notable examples are as follows:

• Tax incentives. In state and federal tax law, there are typical deductions and credits
that are allowed for certain categories of market purchases. 

• Bankruptcy costs.When a firm becomes financially distressed, it is generally agreed
that the option of filing for bankruptcy adds considerable costs on the filing party
and its creditors (Baird, et al., ). The significant costs due to bankruptcy have
created substantial motivation for “private workouts” among debtors, their share-
holders, and creditors. From a conceptual perspective, then, a successful workout
allows the parties to forego a considerable cost, the savings of which can now be
split among them. As such, the costs of bankruptcy effectively act as a type of
subsidy for successful bargaining.

• Conditionality in international aid. As noted earlier, numerous donor institutions
(e.g. the IMF, World Bank) condition their aid on the resolution of internal or
international conflicts.  During the last decade of the th century, the amount of
international assistance directly tied to the resolution of such conflicts amounted
to more than  billion (Forman and Patrick, , p. ).

• Anti-insurance. Cooter and Porat () have suggested greater use of “anti-
insurance” to mitigate incentive problems in joint ventures. Under one example

 See footnote .
 Dollar (). There is some precedent for this change. Indeed, one of the benefits accrued to

Egypt by signing the peace treaty with Israel in  is sustained financial support from the US.
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of such a scheme, business partners would execute a contingent debt contract with
a third party that would bind the firm to pay off the principal when the firm’s profits
are low, but excuses the obligation when profits are high. (Because this type of
insurance contract increases the volatility of the firm’s cash flow, it has been dubbed
“anti-insurance.”) Although the idea behind anti-insurance is to provide efficient
investment incentives on themargin, the same conceptmight be used to finance an
insurance scheme that is triggeredwith contract negotiations, collective bargaining
agreements, or other situations in which bargaining is successful.

Endogenous cognitive dispositions can significantly complicate the considerations
underlying an optimal subsidy. Indeed, while continuing to dampen the parties’ strate-
gic incentives to misrepresent value, trade subsidies simultaneously raise the absolute
size of the bargaining surplus available. This latter effect causes the parties to develop
even tougher dispositions than they would have in the absence of subsidies, since a
larger surplus enhances the returns that one derives from being committed to a tough
mood.Consequently, the optimal subsidy policywill generally have to trade offdesirable
strategic repercussions with less desirable cognitive ones, and will therefore generally
diverge from that implied in a wealth-maximizing actor model.

In order to make the appropriate comparisons, we first consider the optimal trade
subsidies in the benchmark case, in which cognitive biases are wholly absent by def-
inition. To focus on intuitions, we restrict attention to the special case in which the
expected split of the surplus between the parties is symmetric (U = V = G

 ). In such a
situation, the optimal subsidy scheme generally awards an equal payment to each party
upon the consummation of a transaction. Consider, then, the effects of a subsidy, α,
paid to each trader when and only when a trade is consummated. To facilitate welfare
comparisons, we shall assume that the cost of the subsidy is wholly internalized ex ante,
financed by an ex ante head tax whose size is equal to the expected subsidy paid across
all possible valuations. 

The inclusion of the subsidy causes the set of mutually advantageous trades to expand
by α for each party. Thus, if the interval with gains from trade is originally of length z,
its length increases by the total subsidy of α to become z + α. In this case, the optimal
subsidy is that which maximizes the expected total gains of the parties less the cost of
the subsidy:

α∗ = argmax
α

[
G( + α) − αP( + α)

] = 

G − P
P − G

()

 The assumption of self-finance ex ante is not critical. However, regardless of whether the subsidy is
self-financed or financed by a social insurance scheme, the expected cost of the subsidy is a relevant
component of social welfare.

 In the computations below, the first term is the sum of the ex ante profits of the seller and the
buyer, and the second term is the tax.
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and the eventual expected surplus is

G( + α∗) − α∗P( + α∗) = 


P

(P − G)
()

In the numerical example above (where G = 
 and P = 

 ), this implies that a subsidy
ofα∗ = 

 is required in order tomaximize the actual expected surplus. After accounting
for their ex ante tax burden, the expected gains from trade is G = 

 , which represents
an increase from G = 

 in the absence of the subsidy.

Wealth-maximizing subsidies
With this benchmark in hand, we turn to analyze the effects of the endogenous cognitive
dispositions. Consider first a social planner whose aim is to craft a subsidy to maximize
the expected wealth of the parties. Under this approach, the social planner’s problem
must now account for the fact that the preference shifts ε, τ , will generally depend on the
subsidy level and eventually adjust to it. Consequently, an optimal trade subsidy must
take this endogeneity into account, as reflected by the following proposition, whose
proof appears in Heifetz et al. (a).

Proposition . With endogenous preferences, a wealth-maximizing social planner will
choose a subsidy of

α∗∗ = 


P
P − G

in order to maximize the expected gains from trade, which is larger than the optimal
subsidy in the benchmark case. The equilibrium dispositions under this subsidy are

ε∗∗ = τ ∗∗ = ( + α∗∗)
P − G

P +  (P − G)
,

which are larger than those which would emerge without the subsidy. However, the even-
tual expected surplus will be the same as in the benchmark case with no dispositions –




P

(P − G)

The intuition behind this result is relatively straightforward. Because the subsidy
marginally increases the aggregate bargaining surplus, there is more to be gained for
each player from being credibly committed to a tough state of mind. Consequently,
distortions in the direction of greater toughness are likely to be increasingly adaptive
as the size of the subsidy increases, partially “cancelling out” the salubrious effects of
the subsidy. A social planner must therefore ratchet the subsidy upward even further to
eventually reach a state of first-best efficiency. Once this level of efficiency is attained,
however, expected social welfare is identical to that which would emerge under the
benchmark case.
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In the above example, a subsidy of α∗∗ = 
 > 

 = α∗ is required to maximize both
players’ actual ex ante wealth when we take into account their endogenous dispositions.
The actual expected surplus upon introducing the subsidy will increase from 

 with-
out the subsidy, to 

 (which is the same as in the benchmark case). The equilibrium
dispositions induced by the optimal subsidy grow to ε∗∗ = τ ∗∗ = 

 , rather than the 


which would obtain without the external incentive.

Happiness-maximizing subsidies
Now consider the alternative case in which the social planner chooses a subsidy in order
to maximize the expected sum of the parties’ perceived level of happiness at the time of
bargaining. This objective corresponds to the following expression:

U
(
 − ε∗∗∗ − τ ∗∗∗) + V

(
 − ε∗∗∗ − τ ∗∗∗)

where ε∗∗∗, τ ∗∗∗ correspond to the equilibrium preferences under the subsidy policy, as
in proposition . As before, we restrict attention to symmetric mechanisms in which
U = V , so that each level of subsidy influences both players equally. Analysis of this
problem generates proposition , (whose proof appears in Heifetz et al (a)):

Proposition . With endogenous preferences, a happiness-maximizing social planner will
choose a subsidy of

α∗∗∗ = 

G − P
P − G

which is smaller than the optimal subsidy in the benchmark case. The equilibrium dispo-
sitions under this subsidy are

ε∗∗∗ = τ ∗∗∗ = ( + α∗∗∗)
P − G

P +  (P − G)

which are larger than those which would emerge without the subsidy.

The intuition behind this proposition is as follows. Just as in the previous case,
provision of a trade subsidy tends to exacerbate the equilibrium level of cognitive dispo-
sitions. Unlike that case, however, here the social planner’s objective mutates along with
the parties’ perceived level of happiness at the time of bargaining. Since increasing the
bargaining subsidy induces players to perceive that they are tougher bargainers (thereby
reducing perceived gains from trade), bargaining failure imposes a smaller social cost on
the parties. As a result, the optimal subsidy stops short of that in either the benchmark
case or the wealth-maximizing case.

In the running numerical example, maximizing happiness requires imposing a sub-
sidy of α∗∗∗ = 

 . This subsidy is clearly smaller than the optimal subsidy α∗ = 
 in

the benchmark case, and α∗∗ = 
 in the wealth-maximization case. The equilibrium

dispositions with the optimal subsidy α∗∗∗ will adjust, and increase to ε∗∗∗ = τ ∗∗∗ = 
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Table 19.1. Benchmark Case vs. Maximizing Wealth Case

Benchmark case,
no dispositions Maximizing wealth

Endogenous disposition without subsidy 0 


Expected surplus without subsidy 





Optimal subsidy 





Endogenous disposition with optimal subsidy  


Expected surplus with optimal subsidy 





Table 19.2. Benchmark Case vs. Maximizing Happiness Case

Benchmark case,
no dispositions Maximizing happiness

Endogenous disposition without subsidy  


Expected happiness without subsidy 





Optimal subsidy 





Endogenous disposition with optimal subsidy  


Expected happiness with optimal subsidy 





instead of 
 without the subsidy. The expected happiness, given the maximizing sub-

sidy, would rise from G ( − τ ∗ − ε∗) = 
 without the subsidy to 


P

(P−G)
= 


with it.

Tables . and . synthesize and compare the numerical example in the three
cases studied above. Table . compares the benchmark case (no dispositions) and the
wealth-maximizing case. Table . compares the benchmark case (no dispositions) and
the happiness-maximizing case.

Note once again from the third row in the tables that the optimal subsidy in the
benchmark case systematically diverges from that in either of the other two cases involv-
ing endogenous bias, falling short of the wealth-maximizing subsidy and exceeding the
happiness-maximizing subsidy. Moreover, note from the fourth row in the tables that
the equilibrium level of predicted toughness is not uniform across the two alternative
objectives, and is significantly higher in the case of maximizing wealth.These respective
differences exemplify our more general argument in this chapter: that accounting for
the endogenous effects of regulation itself can lead to predictions that are distinct from
those that would be rendered if one either ignored cognitive biases or treated them as
an exogenous primitive. 

 Note also, by comparing the first and third entries of the last line of the tables, that if both
bargainers were cold-blooded and incapable of developing cognitive distortions in the bargaining
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Interim intervention: efficient bargaining mechanisms

Another important arena for regulatory intervention comes at the interim stage, in the
design of bargaining procedures themselves. It is widely recognized in the literature that
bargaining protocols matter, in that they can produce distinct trading probabilities and
expected social payoffs. Consequently, the question of what constitutes an “optimal bar-
gaining mechanism” in a given circumstance continues to receive a significant amount
of attention. At the very least, the features of an optimal mechanism identify the limits
of what can be accomplished in unmediated bargaining (Fudenberg and Tirole, ,
p. ). In this section, then, we explore optimal bargaining mechanisms, taking into
account endogenous dispositions.

At core, all bargaining mechanisms specify both () the probability of trade for any
pair of valuations, and () the distribution of gains from trade that ensue from a trans-
action. In conventional models, no such mechanism can be considered optimal if there
is an alternative incentive compatible, individually rational mechanism that produces
trade in strictly more situations. As we shall see later, however, the introduction of
endogenous dispositions can sometimes cause the optimal mechanism to diverge from
this general principle. In particular, under certain conditions, an optimal mechanism
may be much more “draconian” than theory would otherwise predict, enforcing trans-
actions in strictly fewer situations than other implementable mechanisms.

Interestingly, certain well known doctrines operate in much the same fashion, and
can be interpreted (at least indirectly) as requiring some artificial lower bound in trade
surplus before a court is willing to enforce a contract. Notably, most of the protections
are limited to special cases, and contract law doctrine more generally is thought to
implement the principle that courts should act to facilitate transactions in the most
circumstances possible.

• Unconscionability.This doctrine instructs the court to refuse to enforce contracts in
situationswhere the negotiation and resulting terms of a transaction are excessively
one sided. One interpretation of the unconscionability doctrine is that it has the
effect of requiring each party to receive some minimum share of the joint surplus
before a contract can be enforced. Under such an interpretation, the doctrine
implies a requirement that the total amount of social surplus exceed some specified
threshold before a contract is enforceable.

• Moieties. In admiralty law, the common-law doctrine of moieties dictated the
division of rents from emergency salvage operations at sea. When, for instance,

phase, they would both be happier even under the best-suited subsidy intervention. Thus, even though
these cognitive distortions may be unilaterally beneficial (when the preferences of the other bargainer
are taken as given), their concurrent presence is socially destructive, just as in a prisoners’ dilemma. The
institutional intervention can amend this state of affairs, but to a limited extent.

 See, e.g., Williams v. Walker Thomas Furniture Co.  F.d  (D.C. Cir. ) (refusing
enforcement of a cross-collateralization clause in a consumer debt contract that would operate to
preclude satisfaction on the debt of any single purchase until all purchases were paid off).
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a vessel in distress off-loaded its cargo onto another ship that had come to its aid,
the doctrine required that each party was to receive a “moiety” of a fixed fraction
(usually either a third or a half) of the value of the cargo as computed by its trading
price once sold on a commodities market. Because the moieties doctrine con-
strains the feasible set of negotiated outcomes by fixing a price by reference to an
external market, it has the likely effect of discouraging transactions in the bilateral
monopoly setting, where the gains from trade are positive, but insubstantial.

• Cooling off periods. A number of state and federal laws in the United States require
a specified period of time to pass before certain types of consumer contracts are
enforceable. In federal law, for example, statutory cooling-off periods are required
for door-to-door sales ( C.F.R. Part ), telemarketing, ( C.F.R. Parts ,
, & ), and sales of business franchises ( C.F.R. Secs. . et seq.). As
with the unconscionability doctrine, one interpretation of a cooling off period is
as a doctrine that requires gains from trade to be relatively large. Indeed, where
the gains are small at the time of negotiation, it is relatively likely that small post-
transaction perturbations of the parties’ respective valuations can cause recision
of the agreement within the cooling-off period. Knowing this, rational parties
might not find it in their interests to consummate deals that are likely to prove
unenforceable.

Given these examples, we now turn to consider the characteristics of an optimal
mechanism under endogenous biases. Such a mechanism is characterized by the pair
of functions (p(s, b), t(s, b)) where p(s, b) and t (s, b) denote the equilibrium probability
of trade and the equilibrium transfer payment, respectively, between a seller with a
valuation s, and a buyer with a valuation b.

Once again, as a benchmark we first specify the mechanism which maximizes the
players, payoff assuming away the emergence of biases. As demonstrated by Myerson
and Satterthwaite (), the most efficient incentive-compatible (IC), individually-
rational (IR), and budget-balanced (BB) mechanism is one in which trade is prohibited
unless the seller’s and buyer’s stated valuations differ by at least 

 , i.e. a mechanism such
that

p(s, b) =
{
 b − s ≥ 



 b − s < 


The mechanism presented in the example of the sealed-bid double auction is thus an
optimal one. The expected payoffs U,V of the bargainers might be different from one
efficient mechanism to another. On the other hand, in every such optimal mechanism
the total surplus and the expected probability of trade remain the same:

 See, e.g., Post v. Jones,  U.S.  (), in which a distressed vessel actually implemented a
competitive bidding process among three aspiring salvagers. The lowest bidder later successfully
challenged the terms of the contract under the doctrine of moeities, arguing that its accepted bid was
too low to ensure it received its equitable share of the rents under the doctrine.
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G =
∫ 



∫ 


(b − s) p(s, b)dsdb =

∫ 




∫ b− 



(b − s) dsdb = 



P =
∫ 



∫ 


p(s, b)dsdb =

∫ 




∫ b− 



dsdb = 



Wealth-Maximizing mechanisms
As before, we now consider how the introduction of endogenous dispositions affects
the analysis, focusing first on the social objective of maximizing the expected ex ante
wealth of the bargainers. Also as before, to facilitate intuitions, we restrict attention to
the symmetric case where U = V = 

G. By equation (), the expected sum of seller
and buyer welfare is:

g
(
ε∗, τ ∗) = G

(
 − τ ∗ − ε∗) + P

(
 − τ ∗ − ε∗) (

ε∗ + τ ∗)

where ε∗ and τ ∗ are the equilibrium biases from proposition . Analysis of the bar-
gaining design problem gives rise to the following proposition (whose proof appears in
Heifetz et al., a):

Proposition . A Myerson–Satterthwaite () mechanism with

p(s, b) =
{
 b − s ≥ 


 b − s < 



maximizes the expected wealth of the traders among all IC, IR, and BB mechanisms,
even when the endogenous biases ε∗, τ ∗ from proposition  are taken into account.
When the expected gains from trade are shared equally, the equilibrium dispositions are
ε∗ = τ ∗ = 

 .

Interestingly, when the social planner ismotivated bymaximizingwealth, the efficient
mechanismpermits trade onlywhen the seller’s and buyer’s reported valuations differ by
at least 

 , exactly as in Myerson and Satterthwaite (). Consequently, every efficient
mechanism as inMyerson and Satterthwaite is also efficient in order tomaximize wealth
paternalistically among distorted bargainers.

Happiness-maximizing mechanisms
Suppose instead that the social planner were motivated by a desire to maximize hap-
piness rather than wealth. Under this alternative objective, the planner’s maximand
becomes:

G
(
 − ε∗∗ − τ ∗∗)

where ε∗∗ and τ ∗∗ are the equilibrium biases from proposition . Analysis of this prob-
lem yields the following proposition, whose proof appears in Heifetz et al. (a):



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 aviad heifetz et al.

Proposition . The mechanism that maximizes the happiness of the players is character-
ized by a threshold h∗∗ = 

 such that

p(s, b) =
{
 b − s ≥  − h∗∗ = 


 b − s <  − h∗∗ = 



Such a mechanism induces trade in strictly fewer instances than the optimal mechanism in
the baseline case. The equilibrium dispositions under this mechanism are ε∗∗ = τ ∗∗ = .

Note that the optimal happiness-maximizing mechanism is a significantly more
“draconian” bargainingmechanism than that of either the baseline case or of the wealth-
maximizing case, allowing trade if and only if the gains from trade (b − s) exceed 

 .
The intuition behind this result stems from a fundamental trade-off that a restrictive
mechanism creates. On the one hand, more restrictive trading mechanisms impose a
direct welfare loss, since they reduce the likelihood of any trades. On the other hand,
this reduction in the likelihood of trade reduces the adaptiveness of a tough bargaining
strategy, since the size of the expected bargaining surplus is smaller.The result reported
in proposition  reflects the fact that the latter effect swamps the former one for all
positive dispositions, so that an optimal trading rule coincides with the least restrictive
mechanism that completely vitiates all biases. Consequently, under this mechanism, no
biases ever evolve. It is easily verified that this mechanism yields a probability of trade
of P = 

 , and an average payoff per player of U = 
 .

Note also that, unlike in the previous examples, the happiness-maximizing mecha-
nism here is Pareto inferior to other candidates. For example, theMyerson and Satterth-
waite () optimal mechanism is clearly implementable in the case of zero biases,
and both parties would prefer its implementation to the one given in the proposition.
Allowing them to do so, however, would cause the parties to evolve increasingly tough
dispositions, which in the long runwould yield less trade and less ultimate happiness (as
evaluated at the time of trade). Consequently, implementing the happiness-maximizing
mechanism would require courts to actively prohibit trade except in situations where
the surplus is sufficiently high. Many of the immutable legal doctrines discussed at the
beginning of this section attempt to do just that.

Finally, note that just as with subsidies, the maximand favored by the social planner
has a clear effect on the ultimate allocational rule. Maximizing wealth and maximizing
happiness lead to very different solutions.

Ex ante intervention: property rights

For our final application, we consider regulatory interventions that occur before
bargaining ever begins. Because transactions are littlemore than the transfer of property
rights, it can be substantially affected by calculatedmanipulations to the content of those
initial property rights. Indeed, the use of divided property rights has already been cited
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as a way to address problems of strategic barriers to trade (e.g. Cramton et al., ;
Ayres and Talley, ).

Divided entitlements might, on first blush, appear exceptional within a capitalist
economy. But on closer inspection, one can find dozens of areas where either courts
or the parties themselves provide for divided property rights. Although a complete
description of such partial entitlements is too lengthy to articulate here, the following
represents a reasonable sampling:

• Outright co-ownership. In trade secret law, the “shop rights” doctrine provides for
a type of divided ownership of inventions developed in the workplace. Explicitly,
when a rank-and-file employee uses company time and/or resources in develop-
ing a new invention, the employee is awarded general ownership rights to the
invention, while the employer receives a non-exclusive, zero-price license to use
the invention. Employers and employees are generally free to contract around the
shop rights doctrine, either prior to or after invention occurs (see Lester and Talley,
).

• Temporal/subject matter divisions. In patent law, patentees are generally awarded
with a strong property right, but one that runs for only a prescribed, twenty-year
statutory period after the effective filing date (or seventeen years from the date
of the grant) (See  U.S.C. §§ , , (a)() ()). Viewed ex ante, this
prospective temporal division can be thought to convey payoffs whose present
value is divided between the patentee and its competitors that wish to use the
patented technology. Once again, patent law allows for contracting around this
statutory entitlement through licensing agreements.

• Legal uncertainty. In business law, corporate fiduciaries are prohibited from appro-
priating “corporate opportunities”—i.e. prospective business ventures that right-
fully belong to the firm—for their own personal use. The standards that identify
what exactly constitutes a bona fide corporate opportunity, however, are inherently
casuistic, leaving an obscure doctrine that has been alternatively characterized
by legal commentators as “vague,” “in transition,” “far from crystal clear,” and
“indecipherable” (see Talley, ). Although such randomness is generally per-
ceived as undesirable, it has the effect of endowing both the fiduciary and the
corporation with a probabilistic claim on the business opportunity, which has a
number of characteristics resembling joint ownership. Moreover, corporate law
generally allows for firms and their fiduciaries to allocate opportunities through
bargaining.

• Liability Rules. Even in the absence of a physical, temporal, or probabilistic divi-
sion of property, legal rules can divide claims by altering the form of protection
accorded one’s entitlement. Much of modern nuissance law in the United States,
for example, tends to award a successful plaintiff with money damages rather
than injunctive relief for a defendant’s incompatible activities. As with the above
examples, the plaintiff and defendant are free to negotiate in the shadow of this
liability rule (see Ayres and Talley, ).
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In order to consider the effect of divided entitlements on bargaining with disposi-
tions, suppose the parties bargained over ownership of an asset, but now assume that
the initial property rights of the asset are given by (q,  − q), where q represents the
fractional ownership claimed by B, and

(
 − q

)
represent that claimed by S. Without

loss of generality, suppose that q ≤ 
 . Following Ayres and Talley () we explore

what is the optimal allocation (i.e. what is the optimal q) that maximizes the expected
surplus in case the partners wish to dissolve the partnership, but we now factor in the
possibility of endogenous cognitive dispositions.

As a benchmark, we once again consider first the case in which no biases exist, andwe
explore a specific bargaining procedure, a sealed-bid double auction as the procedure to
dissolve the partnership: Each of the partners submits a bid for the asset, and the partner
with the higher bid buys her partner’s share in the asset at the price (for the entire asset)
which is the average of the two bids. Such a procedurewith a linear-strategy equilibrium
is known to be optimal in aMyerson-Satterthwaite frameworkwith symmetric, uniform
distributions of valuation.

As earlier, in the section presenting the example of sealed-bid double auction we
therefore explore an equilibrium with linear bidding strategies. These turn out to be

rB(b) =
{ 

b + 
 + 

q when 
 − 

q ≤ b ≤ 

 − 

q when  ≤ b < 
 − 

q
()

rS(s) =
{ 

 s + 
 − 

q when  ≤ s ≤ 
 + 

q

 + 

q when 
 + 

q < s ≤ 
()

of which the Chatterjee and Samuelson () equilibrium in the earlier section is the
limiting case for q = . Analysis of these expressions leads to proposition  for the
benchmark case of no dispositions (whose proof appears in Heifetz et al., a):

Proposition . In the absence of dispositions, the expected surplus in this double-auction
equilibrium is maximized with the initial shares (q,  − q) = ( 

 ,



)
. The asset will always

end up in the hands of the partner who values it most.

The fact that the optimal property rights scheme in the baseline case allocates equal
ownership shares to each player should not be surprising. Indeed, in this case, the only
impediment to a negotiated outcome is the parties’ incentives to extract information
rents by misstating their true valuations. Buyers tend to shade their private valuations
downward, while sellers tend to shade theirs upward. A division of property rights tends
to weaken these incentives, bymaking each player both a potential buyer and a potential

 The only difference is that in the Chatterjee and Samuelson () case (q = ), no trade takes
place when  ≤ b < 

 − 
 q or 

 + 
 q < s ≤  with either the equilibrium strategies in equations (),

(), or alternatively equations (), (). However, when q >  and  ≤ b < 
 − 

 q, the partner with
share q is certain to sell its part in the partnership at equilibrium, and will therefore bid the lowest
equilibrium bid of its partner, and not below it. Similarly, when 

 + 
 q < s ≤ , the partner with share

 − q is certain to buy its partner’s part, and will therefore bid the highest equilibrium bid of its partner,
and not above it
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seller.The introduction of these dual roles causes the players to becomemore ambivalent
about whether to shade their valuations (and in which direction to do so). When each
side has a one-half initial ownership share of the asset, the incentives to overstate and
understate exactly cancel one another out, thereby leading to first-best efficiency.

Wealth-maximizing property rights
We now consider how a social planner might maximize surplus in the presence of
endogenous cognitive dispositions. To understand how biases alter the analysis, first
fix q and consider only how dispositions are likely to evolve. As earlier, suppose that
player S misperceives her valuation to be ε higher than it actually is, while B similarly
misperceives his valuation to be τ lower than it actually is. Consequently, when the part-
ners begin to negotiate, they observe each other’s character (i.e. the supports [ε,  + ε]
and [−τ ,  − τ ] of the distributions become common knowledge), but not the actual
perceived valuations. Then they play the equilibrium where the bids rB, rS are linear
in their perceived valuations. When translated back to their actual valuations, these
equilibrium bids turn to be

rB(b) =
{ 

b + 
 + 

q + 
ε − 

τ when x ≤ b ≤ 

 − 

q + 
ε − 

τ when  ≤ b < x
()

rS(s) =
{ 

 s + 
 − 

q + 
ε − 

τ when  ≤ s ≤  − x

 + 

q + 
ε − 

τ when  − x < s ≤ 
()

where

x = 


− 


q + 

(ε + τ) ()

Analysis of these bid functions yields proposition , whose proof appears inHeifetz et al.
(a):

Proposition . In the double auction with a given value of q, the equilibrium dispositions
of the parties are

ε∗ = τ ∗ = 


+ 


q − 


√(
 + q

)

Expected wealth is maximized when the initial entitlements are fixed at (q,  − q) =
( 
 ,


 ), so that

ε∗ = τ ∗ = 

Proposition  illustrates that a wealth-maximizing property rights division under
endogenous cognitive biases is identical to that in the baseline case: each party receives
a one-half ownership share in the asset. This result suggests that there may be at least
some forms of regulatory intervention that can address both strategic barriers to trade
and cognitive barriers to trade simultaneously. Indeed, not only does divided ownership
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dampen information rents (as is well known in the literature), but proposition  demon-
strates that it can also dampen the returns to developing a toughness disposition.When
the parties could ultimately be either buyers or sellers of the asset, there is little to be
gained from being committed to a set of preferences that biases one’s valuation either
upward or downward. Consequently, the allocation of equal shares

(
q,  − q

) = ( 
 ,




)

both maximizes the players, wealth and also induces an equilibrium with no cognitive
dispositions.

Happiness-maximizing property rights
The intuition developed in proposition  turns out to be quite general. In fact, not only
does an initial property rights division maximize expected wealth, but it also turns out
to be the optimal property rights allocation when the social planner’s objective is to
maximize happiness, as reflected in proposition , whose proof appears in Heifetz et al.
(a):

Proposition . In the double auction with a given value of q, expected happiness is max-
imized when the initial entitlements are fixed at (q,  − q) = ( 

 ,

 ), so that

ε∗ = τ ∗ = 

Recall that in the ex post and interim cases (studied earlier), the optimal regulatory
intervention hinged crucially on the objective function of the social planner, and in
particular whether she was motivated by maximizing “wealth” or “happiness.” Here,
in contrast, an ex ante intervention toward evenly divided property rights turns out
to be optimal under both criteria as well as under the baseline case. Moreover, such
a division has the effect of completely debiasing the players, so that they no longer
develop cognitive distortions in the course of bargaining.This prediction squares nicely
with some recent experimental work (e.g. Rachlinsky and Journden, ), in which

AQ: Please
add source to
list of
reference endowment effects appear to dissipate when parties’ interests are protected by weaker

entitlements (such as liability rules).

Discussion and conclusion
....................................................................................................................................................................

This chapter has presented a framework for designing optimal institutions in the pres-
ence of endogenous cognitive dispositions. This is a critically important problem if
one wishes to draw meaningful policy implications from behavioral economics. At
the same time, however, it is a problem that involves at least two unique compli-
cating factors which are largely absent in conventional institutional design problems.
First, the existence and size of cognitive biases may themselves be sensitive to the
very institutional policies designed to address them. In such situations, policy makers
must be keenly aware of the feedback effects that any candidate mechanism is likely
to foster, and anticipate how cognition and regulatory context are likely to interact.
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Second, the very definition of “optimality” may be even more contestable when pref-
erence are endogenous. Policies designed to maximize wealth (i.e. welfare defined in
terms of a-contextual preferences) need not coincide with those designed to maxi-
mize happiness (i.e. welfare defined in terms of the preferences induced within the
institutional design). Consequently, policy makers may be forced to choose between
these alternative objectives, since they generally will not produce the same policy
prescriptions.

To illustrate our claims, we considered three families of regulatory intervention that
have real-world institutional counterparts: ex post, interim, and ex-ante interventions in
bilateral trade. Within these contexts, we have demonstrated how a failure to appreciate
the complicating factors noted above can lead to unintended and undesirable insti-
tutional structures. In the context of ex post intervention, the optimal trade subsidy
that incorporates evolutionary biases always diverges from the “baseline” case in which
biases are ignored, regardless of the social objective adopted. In particular, wealthmaxi-
mization requires a larger subsidy relative to the baseline, while happinessmaximization
requires a smaller one. Moreover, we have shown that an ex post intervention (of any
size) induces the players to have even larger perception biases.

For interim interventions, the optimal trading mechanism in the baseline case turns
out to be identical to that of a wealth-maximizing mechanism with biases. On the
other hand, the trading mechanism that maximizes the players’ happiness turns out
to be relatively “draconian” in nature, prohibiting trade in strictly more circumstances
than other implementable bargainingmechanismswould. Implementing such a Pareto-
inferior mechanism would likely necessitate the implementation of immutable rules
(such as that found in the doctrines of unconscionability or moeities).

More optimistically, we find that ex ante regulation through property rights alloca-
tions may be the most flexible and promising of all the interventions studied (at least
within our framework). Here, the optimal allocation entails divided ownership, award-
ing half of the entitlement to each player. This allocation remains optimal regardless
of whether the objective is to maximize wealth or happiness, and of whether we take
the biases into account. Moreover, such a regulatory scheme completely de-biases the
players, eventually eliminating their dispositions.

Two caveats to our analysis deserve specific mention. First, we do not attempt to
offer in this chapter an all-encompassing explanation of preference dispositions within
bargaining contexts. As noted in the Introduction, a number of such cognitive biases
mightmanifest themselves in such contexts, andwe explore but one. Second, the precise
type of preference distortion we explore below—an endogenous disposition towards
“toughness”—is assumed to be mutually observable. Although we posit that there are a
number of real-world practices (such as personal affect, mannerisms, delegation prac-
tices, and so forth) which are manifestations of this form of observability, it likely does
not carry over to all contexts. In those situations, the toughness dispositions we study
are likely to be of little moment either to the parties or to a social planner. Nevertheless,
our aim here is not to prove the ubiquity of the specific disposition we study, but rather
to demonstrate how prudent market design should be mindful of both the existence
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and the endogeneity of preference distortions, be they of the species studied here or
something else.

Although it is our motivating story, bilateral trade is likely not to be the sole arena in
which the interplay between policy, context, and preferences is important. There are
already several other attempts to address similar issues in other contexts. Indeed,
the approach suggested here may be relevant in virtually every instance of market or
institutional design, and hence suggests a promising direction for further research.
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Introduction
....................................................................................................................................................................

In the fall of , US housing and financial markets were in the midst of severe
adjustments. House prices were falling rapidly, and they were expected to continue to
fall. Problems in the housing and mortgage markets had spread to a broader array of
financial markets. The nation was facing serious disruption to the functioning of its
financial markets that could substantially impair economic activity. The adjustment
began following the housing boom that ran from to early ,whendelinquencies

 We thank Power Auctions LLC and its employees for customizing the auction software and making
it available for this purpose. The analysis and conclusions expressed in this chapter are those of the
authors and should not be interpreted as those of the Congressional Budget Office, the Economic
Research Service, or the US Department of Agriculture.

 For an overview of the world financial crisis, see French et al. (). For a review of the conditions
surrounding the credit markets specifically, see Mizen (), and Congressional Budget Office ().
For a careful study of the conditions in the market for collateralized debt obligations (CDOs), which
contributed substantially to the crisis, see Barnett-Hart (). Gorton (, ) and Swagel ()
provide excellent reviews.
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and foreclosures on mortgages rose, particularly on subprime adjustable-rate mort-
gage loans (ARMs). Delinquencies also arose for prime ARMs and on so-called alt-A
mortgage loans, which were made on the basis of little or no documentation of the
borrower’s income.Most mortgages were resold as mortgage-backed securities (MBSs),
and the rise in delinquencies caused the value of MBSs to decline, in some cases quite
sharply.
The problems in mortgage markets spread to the wider financial markets for several

reasons.Thenumber of badmortgages and, consequently, losses onMBSswere expected
to be large.Theuse of complex instruments to fund subprime lending, such as collateral-
ized debt obligations (CDOs), also made it difficult for participants in financial markets
to identify the magnitude of the exposure of other participants to losses. Moreover, a
number of financial institutions borrowed heavily to finance their mortgage holdings,
further increasing their risk exposure. Losses on mortgage assets, and the resulting
contraction of the availability of credit to businesses and households, posed a significant
threat to the pace of economic activity.
The US Department of Treasury and the Federal Reserve, led by Henry Paulson and

Ben Bernanke respectively, considered a host of policy responses to address the illiquid-
ity triggered bymarket panic and the potential insolvency ofmany financial institutions.
On October , , the US Congress passed and the President signed the Emergency
Economic Stabilization Act of  (Public Law -).The Act established the 
billion Troubled Asset Relief Program (TARP), which authorized the Secretary of the
Treasury to purchase, hold, and sell a wide variety of financial instruments, particularly
those that are based on or related to residential or commercial mortgages issued prior to
September , . The authority to enter into agreements to purchase such financial
instruments, which the proposal refers to as troubled assets, would expire two years after
its enactment.
An immediate question was what auction designs were well suited to the task.

Phillip Swagel, who served as assistant secretary for economic policy at Treasury from
December  to January , recalls that, in September, “we were already working

AQ.
September
? hard to set up reverse auctions with which to buy structured financial products such as

[mortgage-backed securities], focusing on mechanisms to elicit market prices. On this
we received a huge amount of help from auction experts in academia—an outpouring
of support that to us represented the economics profession at its finest” (Swagel, ,
pp. –). In a reverse auction, sellers compete with each other to sell a product to a
single buyer.
Several potential mechanisms were suggested by market design economists. Ausubel

and Cramton (a,b) suggested the use of a simultaneous descending clock auc-
tion (with some particular features we describe below). Klemperer () suggested
a novel sealed-bid auction he dubbed the “product-mix” auction. The Treasury settled
on a mixed approach: again according to Swagel, “We would have tried two auction
approaches, one static and one dynamic—the latter approach is discussed by Lawrence
Ausubel and Peter Cramton [a], who were among the academic experts providing
enormous help to the Treasury in developing the reverse auctions” (Swagel, , p. ).
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Regardless of the approach used, the Treasury had decided to use “reference prices” in
order to purchase many different securities (i.e. securities with many different CUSIPs)
in a single auction.

The use of a reference price is necessary to hold a single auction during which bidders
compete to sell a diverse mix of securities. Because ownership of many of the assets was
highly concentrated (i.e. competition to sell a single CUSIP would have been relatively
low) assets would be grouped together in a pooled-security reverse auction. Each asset
is “scored” with a reference price so that the different types of asset can be compared on
a single dimension and a single clearing price is determined in the auction.
Reference prices were to be based on the Treasury’s best estimates—albeit imperfect

estimates—of the value of each CUSIP. The Treasury, concerned that poor estimates
would be taken advantage of by bidders, considered an auction format in which the
reference prices would not be announced until after the auction. Armantier et al. ()

AQ.
Reference
missing from
list – please
provide
details.

conducted an experimental test of auctions where the reference price is announced only
after bidding has taken place, and found that keeping reference prices secret reduced
efficiency and did not save the government money.
The research experiments described in the present chapter were implemented in

October , andwere designed to further test several auctionmechanisms and design
features considered for use by the Treasury. Both experiments include a comparison of
sealed-bid anddynamic auctions formany assets (many securitieswith uniqueCUSIPs).
Experiment  tests an auction appropriate for conditions in which ownership of the
assets at auction are evenly distributed among banks. Experiment  tests an auction
mechanism appropriate for conditions in which ownership is instead concentrated
unevenly.The auctions in Experiment  are very similar to the auctions that would have
been used by the Treasury to purchase toxic assets.
Several conclusions emerged from the experiments.

• The auctions were competitive. Owing to the bidders’ liquidity needs, the Treasury
paid less than the true common value of the securities under either format.

• The sealed-bid auction was more prone to bidder error.
• The dynamic clock auction enabled bidders to manage their liquidity needs better.
• The bidders attained higher payoffs (trading profits plus liquidity bonus) in the
dynamic clock auctions than in the sealed-bid auctions.

• Nevertheless, the clock auctions resulted in equivalent aggregate expenditures, so
that the benefit to the bidders did not come at the taxpayers’ expense.

• The prices resulting from the clock auctions were a better indication of true values
than those from the sealed-bid auctions. We conclude from this that, in the con-
text of a troubled-asset crisis like the one facing the Treasury in , the clock
auction is apt to reduce risk for both banks and the Treasury, and to generate price
information that may help to unfreeze secondary markets.

 The acronym “CUSIP” refers to the Committee on Uniform Security Identification Procedures.
Each unique security has its own unique CUSIP number, or simply CUSIP, for short.
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We conclude that the dynamic clock auction is more beneficial than the sealed-bid
auction for both the banks and the taxpayer. The banks attain higher payoffs than in
the sealed-bid auction, resulting from better liquidity management. Taxpayers are also
better off, as the asset purchase program is better directed toward the liquidity needs
of the banking sector without increasing the cost of the asset purchase program. The
variability of outcomes is also reduced and the informativeness of prices is also increased
with the clock format.
The experiments allowed us to do more than compare static and dynamic auctions.

More broadly, the experimental format allowed us to create a market design test-bed.
The test-bed helped us to do three things important for all applied market design: ()
demonstrate the feasibility for quick implementation of the auction design; () subject
the auction design to testing for vulnerabilities; and () predict strategic behavior. The
commercial auction platform was customized to handle both formats in one week,
demonstrating feasibility. Both formats are easy to explain to bidders. Sophisticated
subjects required only a three-hour training session to understand the setting, the
auction rules, and to practice using the software. Since the auction design was novel
and had not been field tested, a laboratory test was an important part of due diligence.
Without the laboratory test-bed, we would not have discovered the special vulnerability
of the sealed-bid auction to bidder errors. Finally, the test-bed was useful in helping to
elicit probable strategies from bidders. Again, because the auction format was novel and
further because the auction was too complex for equilibrium analysis, bidder behavior
could not be predicted without a test-bed experiment.
Ultimately, on November , , the Treasury decided to concentrate on negoti-

ated equity purchases and to postpone the purchase of troubled assets via auction. In
March , the Treasury proposed auctions to purchase pools of legacy loans from
banks’ balance sheets, but this time using a forward auction in which private investors
competed to buy the pools of loans. Ausubel and Cramton () describe the auction
design issues in this new setting and argue for a two-sided auction in which the private
investors compete to buy loan pools in a forward auction, and then banks compete in
a reverse auction to determine which trades transact. The results we present here are
fully applicable to the legacy-loan setting as well. The forward auction is analogous to
the security-by-security auction, and the reverse auction is analogous to the reference-
price auction.
The remainder of the chapter is organized as follows. In the next section we

summarize the experimental literature with respect to dynamic and sealed-bid auctions.
Our analysis builds on this literature. The following section briefly describes the exper-
imental setup. The instructions and related materials are available in the appendices.
The fourth section provides an econometric analysis of the results. The fifth section
describes the implementation and results of a recombinant procedure, a procedure that
explores the full range of outcomes in the sealed-bid auction.The sixth section presents
an analysis and discussion, and the last section concludes.

 See <http://www.bloomberg.com/apps/news?pid=newsarchive&sid=aoDQebIb_Fo&refer=
home>.
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Dynamic vs. static auction designs
....................................................................................................................................................................

There is a rich economic literature that points to the advantages of a competitive process
over negotiation (see e.g., Bulow and Klemperer, ) and thus we focused exclusively

AQ.
Reference
missing from
list – please
provide
details.

on the use of auctions to accomplish the Treasury’s objectives. It is within this context
that we designed our auction experiment to help us understand the outcomes and
relative advantages of alternate auction formats. One of the initial decisions facing the
Treasury was whether to conduct a static (sealed-bid) or dynamic (descending-bid)
auction.

A frequent motivation for the use of dynamic auctions is reducing common-value
uncertainty (Milgrom and Weber, ). In the troubled-asset setting there is a strong

AQ.
Reference
missing from
list – please
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details.

common-value element: a security’s value is closely related to its “hold to maturity
value,” which is roughly the same for each bidder. Each bidder has an estimate of this
value, but the true value is unknown.The dynamic auction, by revealing market supply
as the price declines, lets the bidders condition their bids on the aggregate market
information. As a result, common-value uncertainty is reduced and bidders will be
comfortable bidding more aggressively without falling prey to the winner’s curse—the
tendency in a procurement setting of naïve sellers to sell at prices below true value.
In the context of many securities, the price discovery of a dynamic auction plays

another important role. By seeing tentative price information, bidders are better able
to make decisions about the quantity of each good to sell. This is particularly useful
because the values of securities are related. Bidding in the absence of price information
makes the problem much more difficult for bidders. Furthermore, with a dynamic
auction, the bidder is better able to manage both liquidity needs and portfolio risk.
In contrast, managing liquidity needs in a simultaneous sealed-bid auction is almost
impossible.
Another advantage of a dynamic auction is transparency. Each bidder can see what

it needs to do to win a particular quantity. If the bidder sells less, it is the result of the
bidder’s conscious decision to sell less at such a price.This transparency is amain reason
for the high efficiency of the descending clock auction in practice.
Finally, as a practical matter, a clock auction allows for feedback between auction

rounds, reducing the likelihood that a mistaken bid will go undetected. Bidders do
make mistakes, entering bids incorrectly because of keystroke or other human error.
An example occurred in the Mexican Central Bank’s auction for US currency on May
, . A bank entered an erroneous bid that caused it to overpay by US,. All
other accepted bids in the auction were within . of the exchange rate traded that
day, while the erroneous bid was . greater than the concurrent rate. Reducing the

AQ.The link
in the note
seems no
longer to
work.

 See Ausubel and Cramton (, ), Cramton (), McAfee and McMillan (), and
Milgrom () for further discussion.

 See <http://www.banxico.org.mx/eInfoFinanciera/InfOportunaMercadosFin/MercadoCambios/
ResultadosSubastas/PosturasAsignadasSubCamConvoc>.
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likelihood of bidder error is important. We provide evidence in this chapter that bidder
error is less likely under the clock format than under the sealed-bid format.
The experimental economics literature strongly supports the conclusion that dynamic

auctions outperform sealed-bid auctions in terms of efficiency and price discovery.
In sealed-bid auctions there is a tendency to consistently overbid (Kagel et al., ;
McCabe et al., ), often resulting in inefficient outcomes. In contrast, many labora-
tory and field experiments have demonstrated that the clock auction format is simple
enough that even inexperienced bidders can quickly learn to bid optimally (Kagel et al.,
). Kagel () finds that bidders readily transfer the experience gained in sealed-
bid auctions to the clock auction format. Bidders in Levin et al. () appear to adopt
simple strategies that incorporate dynamically changing information from the clock
auction, namely the prices at which other bidders drop out, and efficient outcomes are
obtained.
A principal benefit of the clock auction is the inherent price-discovery mechanism

that is absent in any sealed-bid auction. Specifically, as the auction progresses, partic-
ipants learn how the aggregate demand changes with price, which allows bidders to
update their own strategies and avoid the winner’s curse (Kagel, ). Levin et al.
() show that bidders suffer from a more severe winner’s curse in the sealed-bid
format than in a clock auction. Kagel and Levin () compare a clock auction and
a sealed-bid auction when bidders demand multiple units, and confirm that outcomes
are much closer to optimal in the clock auction. Efficiency in the clock auction always
exceeded .Moreover, in theAusubel auction (a particular type of clock auction—see
Ausubel, , ) bidders achieve optimal outcomes . of the time, as compared
with only . of the time in a sealed-bid auction. McCabe et al. () found 
efficient outcomes in forty-three of forty-four auctions using a clock auction. Kagel
and Levin () provide further evidence of more efficient outcomes with a clock
format in the multi-unit setting. Alsemgeest et al. () also find that clock auctions
are efficient both in single-unit and multi-unit supply scenarios, achieving better than
. efficiency and  efficiency.
The principal advantage of a sealed-bid auction is its apparent simplicity and rel-

atively “inexpensive” setup. Some would argue that a sealed-bid auction is also less
vulnerable to collusion. Some also fear that even a quick dynamic auction would expose
participants to significant unhedged positions as a result of real-time interactions with
financial markets. This latter complaint can be addressed by conducting the auction
when the major financial markets are closed.

Experimental setup
....................................................................................................................................................................

During the period October –, , to November –, , using commer-
cial auction software customized for our purpose, we tested two different auction
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environments at the University of Maryland’s experimental economics laboratory. The
objective of the experimental setup was to mimic the environment faced by the Depart-
ment of Treasury. Specifically, the Treasury faced the challenge of purchasing assets so as
to balance two competing criteria: () assuring that the taxpayer would not overpay for
the assets; and () improving banking sector stability by purchasing assets from those
banks most in need of liquidity. Ausubel and Cramton (a,b) discussed the design
issues as they appeared in October  and proposed a specific auction format. The
experiments described in the present chapter were designed to provide insights into
bidding behavior and performance of that format relative to alternate formats, as well
as demonstrate the feasibility of quickly implementing either format of auction as part
of the financial rescue. For each auction format and information setting analyzed, we
compare sealed-bid uniform-price auctions with dynamic clock auctions, varying the
level of competition, information, and banks’ need for liquidity.
The experimental auction environments were closely tailored to the likely settings

of the planned auctions for troubled assets. Specifically, to model the case where
there was sufficient competition to conduct a competitive auction for individual secu-
rities, we ran an eight-security simultaneous reverse auction. Each security had a
pure common value with unconditional expectation of  cents on the dollar, bid-
ders had private information about the common value, and a fixed quantity of each
security was purchased in the same reverse auction. This is what we refer to as a
security-by-security auction. In the second auction environment, the ownership of the
security was too concentrated to allow individual purchase. Securities of a similar
quality were instead pooled together, thus mitigating the concentration-of-ownership
problem. In this second auction environment, each security had a pure common value,
bidders had asymmetric endowments, and bidders with larger holdings of a security
had more private information about the common value. In order to implement an
auction where dissimilar items are purchased together, bidders compete on the basis of
a reference price, which reflects the government’s best estimate of the security’s value.
Bidders then compete on a relative basis—a bid expresses willingness to tender a secu-
rity at a stated percentage of the security’s reference price. This is what we refer to as a
reference-price auction.
The human subjects bidding in the auctions were experienced PhD students, highly

motivated by the prospect of earning roughly , each—the actual amount depend-
ing on performance—for participating in twelve experimental sessions, each lasting two
to three hours, over the three-week period. We chose to use experienced PhD students
for these experiments, since the environment is considerably more complex than a
typical economics experiment, and we believed that the PhD students’ behavior would
be more representative of the sophisticated financial firms that would be participating
in the actual auctions.
In terms of scope, the experimental “banks” held roughly , distinct troubled

securities, potentially available for purchase. For the purposes of this chapter, these

 See <http://www.econ.umd.edu/resources/computing/experimental>.
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Table 20.1. Schedule of treatments

Order of Treatment: First Second Third Fourth

Session
Positive Liquidity Need

Auction Type Sealed-bid Sealed-bid Clock Clock
1–4 # of bidders 4 8 4 8

reference prices NA NA NA NA

Auction Type Sealed-bid Clock Sealed-bid Clock
5,7 # of bidders 8 8 8 8

reference prices More precise More precise Less precise Less precise

Auction Type Sealed-bid Clock Sealed-bid Clock
6,8 # of bidders 8 8 8 8

reference prices Less precise Less precise More precise More precise

Zero Liquidity Need

Auction Type Sealed-bid Clock Sealed-bid Clock
9–10 # of bidders 4 4 4 4

reference prices NA NA NA NA

Auction Type Sealed-bid Clock Sealed-bid Clock
11–12 # of bidders 8 8 8 8

reference prices Less precise Less precise Less precise Less precise

assets fall into two general groups: () those securities with ownership concentrated
among only a few firms; and () those securities with less concentrated ownership. By
the nature of these troubled assets, both the banks and the government believed them to
be worth less than face value. However, some securities aremore “troubled” than others.
Some are relatively high-valued securities (e.g. a market value of  cents on the dollar)
and others are relatively low-valued securities (e.g. a market value of  cents on the
dollar).
For purposes of exposition, we describe the two auction environments as Experiment

, an eight-security simultaneous reverse auction, and Experiment , a pooled-security
reverse auction. Experiments  and  were conducted over a total of twelve sessions.
The schedule of treatments is given in Table .. The individual and pooled auctions
are described below, withmore detail provided in the appendices. Each session involved
four auctions in the order indicated.

Experiment : eight-security simultaneous reverse auction

In Experiment , bidders compete to sell their symmetric holdings of eight securities to
the Treasury. Two formats are used:
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• Simultaneous uniform-price sealed-bid auction (“sealed-bid auction”). Bidders
simultaneously submit supply curves for each of the eight securities. Supply curves
are non-decreasing (i.e. upward-sloping) step functions.The auctioneer then forms
the aggregate supply curve and crosses it with the Treasury’s pre-announced and
fixed demand. The clearing price is the lowest rejected offer. All quantity offered
below the clearing price is sold at the clearing price. Quantity offered at the
clearing price is rationed to balance supply and demand, using the proportionate
rationing rule.

• Simultaneous descending clock auction (“clock auction”). The eight securities are
auctioned simultaneously over multiple rounds. In each round, there is a price
“clock” that indicates the start-of-round price and end–of-round price per unit of
quantity. Bidders express the quantities they wish to supply at prices they select
below the start-of-roundprice and above the end-of-roundprice. At the conclusion
of each round, bidders learn the aggregate supply for each security. In subsequent
rounds, the price is decremented for each security that has excess supply, and
bidders again express the quantities they wish to supply at the new prices. This
process repeats until supply is made equal to demand. The tentative prices and
assignments then become final. Details of the design are presented in Ausubel and
Cramton (). AQ. a, b, or

both?

Six sessions in Experiment  were dedicated to testing the following three auction
attributes: () the effect of sealed-bid vs. clock formats; () the effect of liquidity needs;
and () the effect of increased competition. In sessions –, we conducted paired
sealed-bid and clock auctions with both low and high levels of competition (a total of
four bidders competed in low-competition auctions, while eight competed in a high-
competition auctions). Sessions  and  were similar, except that bidders did not have
liquidity needs. That is, subjects were not given a bonus based on the sale of securities
during the auction. Instead, a subject’s take-home pay was based entirely on the profits
they made when they sold a security to the government for more than its true value.We
focused on the low-competition case in sessions  and , substituting an extra pair of
four-bidder auctions in place of the eight-bidder auctions. As a result of this schedule in
sessions  and , we effectively gave players four auction pairs (sealed-bid and clock)
of learning in two consecutive days, focused only on the four-bidder auction.
The experimental design was intended to facilitate a direct comparison of the sealed-

bid auction and the clock auction. Before each sealed-bid auction, each bidder learned
the realizations of one or more random variables that were relevant to the value of

 The proportionate rationing rule plays a role only in the event that multiple bidders make
reductions at the clearing price. The rule then accepts the reductions at the clearing price in proportion
to the size of each bidder’s reduction at the clearing price. Thus, if a reduction of  is needed to clear
the market and two bidders made reductions of  and  at the clearing price, then the reductions
are rationed proportionately: the first is reduced by  and the second is reduced by . The actual
reduction of the first bidder is twice as large as that of the second bidder, since the first bidder’s
reduction as bid is twice as large as the second bidder’s reduction.
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the securities that she owned. The same realizations of the random variables applied
to the clock auction immediately following the sealed bid. Thus, in successive pairs
of experimental auctions, the securities had the same values and the bidders had the
same information. Bidders were not provided with any information about the outcome
of a given sealed-bid auction before the following clock auction, in order to avoid
influencing the behavior in the clock auction.

The value of each security in cents on the dollar is the average of eight iid random
variables uniformly distributed between  and :

νs = 


∑

i=
uis, where uis ∼iid U[, ],

where a bidder’s private information about security s is the realization uis. This is true
both for the eight-bidder and four-bidder auctions, so that only the first four draws are
revealed in the four-bidder auction.This design allowed the true values to have the same
distribution in both four-bidder and eight-bidder auctions, which caused the private
information to have the same precision.
A bidder profits by selling securities to the Treasury at prices above the securities’

true values. Profit (in million ) is defined as:

πi(p, qi, v) = 


∑

s=
(ps − vs)qis,

where the quantity sold is qs of security s at price ps.
In sessions –, bidders also have a need for liquidity. The sale of securities to the

Treasury is the source of a bidder’s liquidity. The liquidity need, Li, is drawn iid from
the uniform distribution on the interval [, ]. Bidders know their own liquidity
need, but not that of the other bidders. Bidders receive a bonus of  for every dollar
of sales to the Treasury up to their liquidity need of Li. Bidders do not get any bonus for
sales to the Treasury above Li. Thus, their bonus is:

min
[

Li, 


∑

s=
psqis

]

.

Given that bidders care about both profits and liquidity, their total payoff is the combi-
nation of the two:

Ui(p, qi, v) =

⎧
⎪⎪⎨

⎪⎪⎩




∑

s=
(ps − vs)qis if 



∑

s=
psqis < Li

Li + 


∑

s=
(ps − vs)qis otherwise

.

 Observe that, inherently, information about a clock auction must be revealed, as bidders learn
aggregate information about round  before the start of round , etc. Thus, it would have been
impossible to run the sealed-bid auctions after the clock auctions without influencing the behavior in
the sealed-bid auctions.
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In each session, two auctions were selected at random (one from each pair of auc-
tions) to determine bidders’ take-home earnings. We used a conversion factor of  in
take-home pay for every  million in experimental earnings.
Given the relatively tractable theoretical nature of the experimental setup without

the liquidity constraint, we calculated a benchmark bid based on equilibrium bidding
strategies in a common-value auction (Milgrom and Weber, ):

four-bidder sealed-bid strategy:

bis = 


(

uis + 
(

uis + 


)

+  · 
)

= 
uis + 

 .

eight-bidder sealed-bid strategy:

bis = 


(

uis + 
uis


+ 

(
uis + 



))

= 
uis + 

 .

These Bayesian Nash equilibrium strategies are based on a theoretical framework that
differs from our experiment in two ways: () they ignore any behavioral adjustments
resulting from the liquidity bonus; and () they assume that bidders sell their holdings
to the Treasury as an indivisible block (i.e. either their entire endowment or nothing).
Despite that, the benchmark strategies provide guidance in a static or dynamic setting.
As a result, these strategies were explained to bidders andmade operational in a bidding
tool (i.e. the bidding tool facilitated updating of the strategy following a drop in supply
by backwardly inducting the values of the bidder who reduced their supply). Assuming
all players play the benchmark strategy, we simulated both the sealed-bid and clock auc-
tions under the two competition levels. These simulations provide an expected clearing
price for each of the eight securities as well as bidder-specific profits and payoffs. While
in the experimental auction we anticipated that the liquidity bonus would be likely to
cause players to bidmore aggressively than predicted by the benchmark, this behavioral
change was not included in our simulations.

Experiment : pooled-security reverse auction

In the reference-price auctions, the holdings of the eight individual securities are too
concentrated for there to be competitive auctions on a security-by-security basis.Think
of a reverse auction for apples and oranges. In a simultaneous auction all bidders would
submit bids to sell apples and oranges at the same time—apple bids would compete
against other apple bids and orange bids would compete against other orange bids. The
result of the auction would be two separate clearing prices, one for apples and one for
oranges. In a pooled-fruit auction, apple bids would compete against other apple bids
and all the orange bids. Since apples and oranges are clearly different fruits, in order
to consider the relative merit of apple bids and orange bids the auctioneer would state
a price that she believes to be a fair price for apples (say .), as well as a price that
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she believes to be a fair price for oranges (say .). Bids are then ranked according to
the discount on the estimated value, so that an apple bid of . (a discount ratio of )
would rank as more expensive than an orange bid of . (a discount ratio of .).
The defining features of the pooled auction are as follows:

• The clearing prices for different securities (i.e. securities with different CUSIP
numbers) are determined within the same auction.

• Bidder endowment and thus price signals are asymmetric for each security.
• Before an auction, the Treasury determines and announces its estimate of the value
of each security—these are referred to as reference prices.

• The prices in the sealed-bid auction, or in each round of the descending clock
auction, are expressed as a percentage of the reference price for each security—
these are referred to as price points.

• Clearing occurs when the cost of purchasing the securities offered at a given price
point equals the budget allocated for the auction.

As in Experiment , two auction formats are considered:

• Simultaneous uniform-price sealed-bid auction. Bidders simultaneously submit
supply curves for each of the securities within the pool. Supply curves are upward-
sloping step functions, where prices are expressed as price points (a percentage
of the reference price) and quantities are expressed in dollars of face value. The
auctioneer then forms the aggregate supply curve and equates it with the Treasury’s
demand.The clearing price is the lowest rejected offer. All securities offered at price
points below the clearing price point are purchased at the clearing price point.
Securities offered at exactly the clearing price point are rationed by a proportional
rationing rule.

• Simultaneous descending clock auction. There is a price “clock” indicating the cur-
rent range of price points. For example, in round , bidders express the quantities
that they wish to supply of each security at all price points from  to 
of the respective reference price for securities within that auction. After round ,
the auctioneer aggregates the individual bids and informs bidders of the aggregate
quantity that was offered at . Assuming that supply exceeded demand, the
price is decremented; for example, in round , bidders may express the quantities
that they wish to supply of each security at all price points from  to  of
the respective reference prices.Theprocess is repeated, with the price decremented,
bids submitted, and quantities aggregated, until supply is made equal to demand.
Then, as in the sealed-bid auction, all securities offered at price points below the
clearing price point are purchased at the clearing price point, and bids at exactly
the clearing price point are rationed by a proportional rationing rule.

Details of the designs are described in Ausubel and Cramton ().AQ.  a or
b, or both?

Six sessions were dedicated to test the following three auction attributes: () the effect
of sealed-bid vs. clock auction format; () the effect of the liquidity bonus; and () the
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effect of increasing precision with respect to the reference price. In sessions –, we
ran a low-precision sealed-bid and clock auction, and a high-precision sealed-bid and
clock auction (four auctions total), in that order.  Thus bidders completed four auction

AQ. Is the
reference to
fn  correct in
fn ?pairs (sealed-bid and clock) for each of the low-precision and high-precision auctions

(one pair of each precision level each day). In sessions  and , we removed the liquidity
bonus and ran two low-precision sealed-bid and clock auctions per session for a total of
four auctions in each session. As a result, we effectively gave players four auction pairs
(sealed-bid and clock) of learning in two days, but only with the low-precision auction.
Bidder endowments for each security are described in Table .. Each bidder had an

endowment of  million of face value, divided differently across securities. Similarly,
there were  million of face value for each security. The Treasury has a demand for
 of the total face value within each pool of securities, which might be involve the
purchase of one or more individual securities.
The value of each high-quality security s ∈ {H,H,H,H} in cents on the dollar is

the average of n iid random variables uniformly distributed between  and :

vs = 
n

n∑

j=
ujs, where ujs ∼iid U[, ].

Table 20.2. Holdings of securities by bidder and security in million $
of face value

High-quality securities Low-quality securities

H1 H2 H3 H4 L1 L2 L3 L4 Total

1 20 0 0 0 0 5 5 10 40

2 0 20 0 0 10 0 5 5 40

3 0 0 20 0 5 10 0 5 40

4 0 0 0 20 5 5 10 0 40
Bidder

5 0 5 5 10 20 0 0 0 40

6 10 0 5 5 0 20 0 0 40

7 5 10 0 5 0 0 20 0 40

8 5 5 10 0 0 0 0 20 40

Total
Expected price
Expected
value
Total value

40 40 40 40 40 40 40 40

75 75 75 75 25 25 25 25

30 30 30 30 10 10 10 10

120 40

 See footnote . In sessions  and , the more precise sealed-bid and clock auctions were conducted
first. In sessions  and , the less precise sealed-bid and clock auctions were conducted first.
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The value of each low-quality security s ∈ {L,L,L,L} in cents on the dollar is the
average of n iid random variables uniformly distributed between  and :

vs = 
n

n∑

j=
ujs, where ujs ∼iid U[, ].

For auctions with more precise reference prices, n = ; for auctions with less precise
reference prices, n = . The reference price rs for security s is given by

rs = 
n−

n∑

j=
ujs.

Thus, the reference price is based on eight realizations in themore precise case (half of all
realizations) and on four realizations in the less precise case (a third of all realizations).
Reference prices are made public before each auction starts.
For each  million of security holdings, bidder i receives as private information

one of the realizations ujs. Thus, bidder , who holds  million of security , gets
four realizations (see Table .). In this way, those with larger holdings have more
precise information about the security’s value. Observe that this specification requires
the holders of each given security to receive collectively a total of eight realizations. Since
there are eight realizations available (besides the ones that form the reference price),
each of the realizations ujs (i = , . . ., ) can be observed by exactly one bidder.
Suppose that the auction clearing price point is pH for the high-quality pool and pL for

the low-quality pool, where the price point in the auction is stated as a fraction of the
reference price. Then ps = pHrs for s ∈ {H,H,H,H} and ps = pLrs for s ∈ {L,L,
L,L}.
If a bidder sells the quantity qs of the security s at price ps, then profit is

πi(p, qi, v) = 


∑

s
(ps − vs)qis,

where the / factor converts cents into dollars. As with Experiment , when bidders
have a liquidity need (sessions –), it is drawn iid from the uniform distribution. In
Experiment , however, the cash scale is increased, and thus liquidity needs are drawn
from the interval [, ]. Each bidder knows his own liquidity need, but not that
of the other bidders. The bidder receives a bonus of  for every dollar of sales to the
Treasury up to his liquidity need:

min
[

Li, 


∑

s
psqis

]

.

Combining the profit and the liquidity penalty results in the bidder’s total payoff:

Ui(p, qi, v) =
⎧
⎨

⎩




∑

s
(ps − vs)qis if 


∑

s
psqis < Li

Li + 


∑

s
(ps − vs)qis otherwise
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Thus, an additional  of cash is worth  when the bidder’s liquidity need is not
satisfied, but is worth  when the liquidity need is satisfied. To be roughly comparable
to Experiment , bidders’ take-home pay was calculated such that they received  in
take-home pay for every , in experimental earnings.
Unlike Experiment , there is no Bayesian Nash equilibrium bidding strategy for a

similar auction that we can use as a benchmark. The reference-price auction is beyond
current theory. The pooling of securities combined with the use of reference prices
violatesmonotonicity in signals,meaning that a higher signal does not necessarily trans-
late to a higher bid. Monotonicity between signals and values exists within a particular
security (i.e. ceteris paribus, a higher signal suggests a higher value); however, there is
no monotonicity across securities within a particular pool.
Monotonicity holds when a higher signal implies a higher expected value to the

bidder. This relationship is broken by the existence of the reference price. Consider a
security with a higher reference price that has a higher expected value to each bidder,
all else equal. Holding the common value of a security fixed, bidders prefer a higher
reference price, since a high reference price makes the security more competitive in
the pool. Thus, in determining her bid, a bidder must consider the countervailing
forces of signals and reference prices. It is difficult to recommend how a bidder should
respond to a high signal with a low reference price, a low signal with a high reference
price, etc.

Experimental subjects

The training of subjects and all experimental sessions took place in the experimental lab
of the University of Maryland’s Economics Department. This is a new state-of-the-art
facility for conducting economic experiments. Each subject has her own private cubical
with computer and necessary software. The subject pool consisted of PhD students at
the University of Maryland and George Mason University. The students had taken or
were taking an advanced graduate course in game theory and auction theory, and were
pursuing degrees in economics, business, computer science, or engineering.
In each session of approximately three hours, sixteen bidders, out of a total subject

pool of nineteen, participated in four auctions. Each auction consisted of four or eight
bidders (i.e. there were always multiple auctions conducted in parallel), and the bidders
were randomly and anonymously matched.
Bidders’ payoffs consisted of the sum of two terms. First, each bidder received trading

profits according to the difference between the common value, v, of the security, and
the price, p, at which the bidder’s securities were purchased. Hence, if the bidder sold a
quantity, q, of securities, the bidder’s trading profits equaled: q·(p—v). Second, each
bidder was randomly assigned a liquidity need, L, and received an additional dollar
of payoff for each dollar in sales, q·p, up to L that the bidder received in a given
auction.
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At the conclusion of all sessions, each subject received a check equal to a show-up
fee of  per session plus an amount proportional to her total experimental payoff as
described above. Average take-home pay was . per session.
The next section describes the results.

Experimental results
....................................................................................................................................................................

The primary results comparing sealed-bid and clock aspects of the two experiments are
summarized in Tables .–.. First, considering just the results from Experiment
 with the liquidity bonus, we see that even though clearing price and profits are sta-
tistically indistinguishable between the two auction formats, the variability of profit is
much higher in the sealed-bid auction compared with the clock. Thus the results from
the clock auction would appear to be more stable and predictable. The Treasury would
appear to best satisfy its first objective to consistently get the best possible price for
the taxpayers using a clock auction, though the difference is small. This is particularly

Table 20.3. Comparison of mean outcomes by auction type in Experiment 1 with
liquidity bonus

Auction Type

Variable Sealed-Bid Clock Result

Clearing Price 47.79 49.57 The clearing price is statistically indistinguishable
for the Clock and Sealed Bid auction (t-test
p-value of 0.3621)

(1.41) (1.32)

Profit −39.54 −13.03 Profits are statistically indistinguishable between
the two auction formats (t-test p-value of 0.3135)(21.1) (15.5)

Standard Deviation of
Profit

239.3 175.8 Higher standard deviation of profit in sealed-bid
than clock (variance ratio test p-value of 0.0006)

Liquidity Bonus 428 466 Clock liquidity bonus is significantly larger than
sealed-bid liquidity bonus (t-test p-value of
0.0562)

(16) (13)

Payoff 388 453 Clock payoff is significantly higher than
sealed-bid payoff (t-test p-value of 0.0400)(25) (20)

Standard Deviation of
Payoff

281.7 221.5 Higher standard deviation of payoff in sealed-bid
than clock (variance ratio test p-value 0.0071)

Overshooting the
liquidity need

692 605 Overshooting the liquidity need is almost signifi-
cantly less in clock than in sealed-bid
(t-test p-value of 0.1210)

(41) (37)

Note: mean value is shown with standard error in parentheses
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Table 20.4. Comparison of mean outcomes by auction type in Experiment 1
without liquidity bonus

Auction Type

Variable Sealed-Bid Clock Result

Clearing Price 55.81 58.82 The clearing price is signficantly higher for the
Clock auction (t-test pvalue of 0.0004)(0.66) (0.51)

Profit = Payoff 118.07 178.20 Profits are significantly greater than zero in both
cases, and are significantly higher in the Clock
auction (t-test p-value of 0.0041)

(14.89) (14.16)

Standard Deviation of
Payoff

119.1 113.3 Standard deviation of payoff in sealed-bid is
statistically identical to that of clock (variance
ratio test p-value 0.6919)

Note: mean value is shown with standard error in parentheses

Table 20.5. Comparison of mean outcomes by auction type in Experiment 2 with
liquidity bonus

Auction Type

Variable Sealed-Bid Clock Result

Clearing Price 85.22 83.87 The clearing pricepoint is signficantly
indistinguishable between the two auction formats
(t-test p-value of 0.3485)

(0.81) (1.18)

Profit −693-.06 −798.60 Profits are significantly less than zero in both cases,
but no significant difference in mean profits (t-test
p-value of 0.1680)

(51) (57)

Standard Deviation
of Profit

574.1 645.2 No significant difference in the standard deviation
on profit in clock compared to sealed-bid (variance
ratio test p-value 0.1896)

Liquidity
Bonus

3915.0 4517.2 Clock liquidity bonus is significantly larger than
sealed-bid liquidity bonus (t-test p-value of 0.0059)(172) (131)

Payoff 3222.0 3718.6 Clock payoff is significantly higher than
sealed-bid payoff (t-test p-value of 0.0083)(146) (116)

Standard Deviation
of Payoff

1653.5 1311.9 Higher standard deviation of payoff in sealed-bid
than clock (variance ratio test p-value 0.0095)

Overshooting the
liquidity need

1984.0 904.8 Overshooting the liquidity need is less in clock than
in sealed-bid (t-test p-value of 0.0014)(290) (154)

Note: mean value is shown with standard error in parentheses
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Table 20.6. Comparison of mean outcomes by auction type in Experiment 2 with
liquidity bonus

Auction Type

Variable Sealed-Bid Clock Result

Clearing Price 93.7 94.6 The clearing pricepoint is significantly
indistinguishable between the two auction formats
(t-test p-value of 0.6716)

(1.41) (1.36)

Profit=Payoff 160.1 244.6 Profits are significantly greater than zero, and are
almost significantly higher in the Clock auction (t-test
p-value of 0.1215)

(39) (38)

Standard Deviation
of Payoff

309.7 303.5 Standard deviation of payoff in sealed-bid is
statistically identical to that of clock (variance ratio
test p-value 0.8739)

Note: mean value is shown with standard error in parentheses

important when a liquidity bonus is in effect; without the liquidity bonus (Table .)
profits are statistically greater than zero and the clock profits are significantly higher
for the clock auction () relative to the sealed-bid auction (), with negligible
differences between the standard deviation.
Turning to the Treasury’s second objective, related to buying assets from those banks

most in need of liquidity, we examine the payoffs from the two auction formats. Payoffs
are significantly higher under the clock auction () than under the sealed-bid auction
(). We also see that the variability of total payoffs is higher under the sealed-bid
auction than the clock, which supports the premise that the additional information
provided by the clock auction format leads to more consistent, less variable outcomes.
Once again, the Treasury is best served in achieving its second objective with a clock
auction.
Turning to Experiment , with liquidity need, we see that there is no difference in

the clearing price between the two auction formats and while the profits are lower in
the clock auction (–) than in the sealed-bid auction (–), the difference is not
significant (Table .). In addition, there is not a significant variation in the standard
deviation of the profit.This result is mimicked in Table ., when the liquidity bonus is
not present. In terms of achieving the Treasury’s first objective, the two auction formats
would seem indistinguishable.
However, when the liquidity bonus is included in the analysis (Table .), we see that

the mean payoff under the clock auction (,) is significantly higher than the payoff
under the sealed-bid auction (,). Moreover, the standard deviation of payoff is
higher under the sealed-bid auction and the magnitude by which experimental subjects
overshot their liquidity need was higher in the sealed bid (, sealed bid overshoot
and  clock overshoot). Both of these results suggest that the clock auction is a more
efficient and accurate means of helping the Treasury determine which banks are most
in need of liquidity and allowing the banks to best manage their need for liquidity.
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In the following two subsections we discuss in more detail the econometric analysis
of the data.

Experiment : simultaneous descending clock

The baseline regression results demonstrating the effect of liquidity and learning across
the six sessions of auctions in Experiment  are shown in Table .. There are three
striking results from this table. First, we see the results described in Tables .–.: the
profit between the sealed-bid and clock auction (regression ) is statistically identical,
whereas, when the liquidity bonus is zero, bidders earn a significantly higher profit in
the clock auction (). Theory predicts that without the liquidity bonus, the expected
payoff from the clock and sealed-bid auctions should be identical, though the sealed
bid auction is likely to have higher profit variance. This is not borne out in the results
and may be because additional information made available to bidders in the clock
auction facilitated tacit collusion. In the auctions with liquidity, tacit collusionwasmore
complicated to implement due to the multiple bidder objectives. When the liquidity

Table 20.7. Experiment 1 regression results with experi-
mental subject fixed effects

Liquidity>0 Liquidity=0

(1) (2) (3)
dep var: payoff profit profit=payoff

Liquidity 0.740∗∗∗ −0.159∗
[0.0855] [0.0879]

Session 2 183.4∗∗∗ 123.9∗∗∗
[44.03] [35.68]

Session 3 283.9∗∗∗ 211.7∗∗∗
[47.04] [35.56]

Session 4 250.0∗∗∗ 184.3∗∗∗
[33.52] [35.51]

Session 9 58.82∗
[30.03]

Session 10

Clock 65.39∗∗∗ 26.51 60.13∗∗∗
[16.36] [24.31] [16.08]

_cons −147.2∗∗ −93.30∗ 88.66∗∗∗
[54.83] [51.58] [16.64]

Subject FE Yes Yes Yes
N 256 256 128
adj. R-sq 0.42 0.14 0.30

Robust standard errors in brackets; ∗ p<0.1 ∗∗ p<0.05 ∗∗∗ p<0.01
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bonus is included in the payoff, the clock auction generates significantly higher payoffs
() relative to the sealed-bid auction.
The second observation from Table . is the large influence the liquidity bonus

has on payoffs. For every  in liquidity bonus, payoffs are increased by a statistically
significant ., while profits are reduced by an insignificant .. The positive effect
on payoffs and negative effect on profits are expected as a higher liquidity bonus should
motivate players to bid more aggressively on some of their securities, driving the profits
negative on those securities, but securing a positive payoff with the liquidity bonus.
Given that liquidity bonus is directly added to a bidder’s payoff, the coefficient on the
liquidity bonus can be interpreted as the percentage of the bonus captured by bidders;
overall, bidders captured  of their liquidity bonus over the four days.
Finally, Table . illustrates the effect of learning. Between session  and session ,

when there was a positive liquidity bonus, we see that payoffs and profits steadily
increased. Specifically, session ’s payoffs were  greater than session ’s, and ses-
sion ’s payoffs were an additional  greater than session ’s. With respect to profit,
session ’s profits were  greater than session ’s, and session ’s profits were an
additional  greater than session ’s. In session , however, the effect on learning
appears to change. There is not a statistically significant difference between session 
and session  in either the profit or payoff measure, which suggests that participants
had learned all they could during the first three sessions. Alternately, it could be the
case that in session  players were still learning, but because everyone was optimally
responding to each other, there was no change in payoffs or profits.
The effect of learning is reversed when the liquidity bonus is set to zero. This is

demonstrated in regression .We see that players in auction pair  and  during session
 earned a statistically significant  more than during auction pair  and  of session
. We consider this result in the discussion of Table ..

Please suggest
fuller titles for
tables -,
otherwise
they have
essentially the
same title (see
also list of
tables in
prelims).

These results are further reinforced in Table ., where we explore the effect of
competition and the expected payoff on actual payoffs.Themost striking result in Table
. is that increasing competition in both the sealed-bid and clock auctions results
in a higher expected payoff for all players. Using the coefficients in Table ., the
incremental payoff for the various auctions are as follows (assuming x payoff in the
four-person sealed-bid auction):

• eight-person sealed-bid auction: x + .
• four-person clock auction: x + .
• eight-person clock auction: x + .

This competition benefit can be explained in the clock auction by the fact that players
are learning information about all eight signals.That is, there are eight signals drawn for
both auctions but in the four-person auction four of those signals are not represented by
any players. Thus, it is impossible for players to learn anything about those four signals.
As a result, the eight-player clock auction reveals much more information about the
common value for each security than the four-player clock auction, which results in
higher player payoff.
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Table 20.8. Dependent variable = payoff; clustered standard errors

Liquidity>0 Liquidity=0

(1) (2) (3) (4) (5)
payoff payoff payoff payoff payoff

Liquidity 0.740∗∗∗ 0.810∗∗∗ 0.810∗∗∗ 0.875∗∗∗
[0.0855] [0.0594] [0.0595] [0.0609]

Session 1 omitted omitted omitted omitted

Session 2 183.4∗∗∗ 186.2∗∗∗ 186.2∗∗∗ 188.8∗∗∗
[44.03] [43.97] [44.06] [43.30]

Session 3 283.9∗∗∗ 285.4∗∗∗ 285.4∗∗∗ 290.9∗∗∗
[47.04] [47.14] [47.23] [47.74]

Session 4 250.0∗∗∗ 249.7∗∗∗ 249.7∗∗∗ 252.4∗∗∗
[33.52] [34.87] [34.94] [34.70]

Session 9 0 0 0 0 65.85∗
[0] [0] [0] [0] [29.60]

Session 10 0 0 0 0 omitted
[0] [0] [0] [0]

Clock 65.39∗∗∗ 65.39∗∗∗ 119.6∗∗∗ 65.34∗∗∗ 59.09∗∗∗
[16.36] [16.39] [31.78] [16.34] [16.08]

8_Bidders 185.6∗∗∗ 239.7∗∗∗ 190.8∗∗∗
[28.33] [37.68] [29.24]

Clock∗8_Bidders −108.3∗∗
[35.52]

e_payoff −0.0914 0.156
[0.0648] [0.116]

_cons −147.2∗ −274.2∗∗∗ −301.3∗∗∗ −265.9∗∗∗ 193.9∗∗∗
[54.83] [43.63] 47.67 [42.81] [30.30]

Subject FE Yes Yes Yes Yes
N 256 256 256 128
adj. R-sq 0.419 0.552 0.551 0.315

Standard errors in brackets clustered on subjects; ∗ p<0.05 ∗∗ p<0.01 ∗∗∗ p<0.001

We also see that going from four to eight bidders in the sealed-bid auction increases
payoffs. There is no theoretical support for this finding and thus we suggest that it is an
experimental artifact. It is likely caused by the fact that four of the eight drawn signals
were not observed by any player, and thus all of the possible outcomes (from the eight
signals) were not represented in the outcomes.
Table . also illustrates that there is no correlation between actual payoff and

expected payoff (i.e. simulated payoff), independent of liquidity. To further explore this
result, we consider the interaction of expected payoff and session-specific effects for
the zero-liquidity experiments in sessions  and . These results, shown in Table .,
illustrate that while there is no correlation between actual and expected payoff during
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Table 20.9. Dependent variable = payoff;
clustered standard errors

Liquidity=0

(1) (2)
payoff payoff

Dep Var Session=9 Session=10

Clock 65.93∗ 50.47∗∗
[24.91] [15.19]

e_payoff 0.0722 0.297
[0.301] [0.164]

_cons 146.6∗∗∗ 64.34∗∗∗
[20.87] [10.77]

Subject FE Yes Yes
N 64 64
adj. R-sq 0.385 0.633

Standard errors in brackets clustered on subjects;
∗ p<0.05 ∗∗ p<0.01 ∗∗∗ p<0.001

session , there is a weakly significant correlation in session  (significant at the 
threshold). Thus, it appears that players deviated from the benchmark during session
, causing some players to experience larger profits, but reduced their deviation during
session , lowering average profits.
Tables . and . illustrate the effects of adding various additional fixed effects

to the regressions presented before for the auctions with liquidity and those without
liquidity, respectively. Specifically, we include competitor fixed effects, which control
for the effect of playing against specific opponents in the various auctions and sub-
ject*session fixed effects, which control for subject learning over the testing period.
Table . demonstrates that during sessions –, adding competitor fixed effects
reduces the effect of liquidity in determining the payoff and dampens the effect of
learning. Table . shows a similar phenomenon for sessions  and . Adding sub-
ject*session fixed effects appears to affect only the importance of liquidity in determin-
ing total payoff. This suggests that, over time, players got better at optimally managing
their liquidity bonus.

. Experiment : pooled securities

Table . reinforces the conclusions from Tables .–. for the pooled-security
setting.The clock auction format creates no statistically significant change in profit, but
does increase the payoff significantly. That is, the clock auction format is more efficient
at helping the Treasury determine which banks are most in need of liquidity. Also in



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

Ta
bl

e
20

.1
0.

De
pe

nd
en

t
va

ria
bl

e
=

pa
yo

ff
fo

r
on

ly
se

ss
io

ns
1–

4;
cl

us
te

re
d

st
an

da
rd

er
ro

rs

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

pa
yo

ff
pa

yo
ff

pa
yo

ff
pa

yo
ff

pa
yo

ff
pa

yo
ff

pa
yo

ff
pa

yo
ff

pa
yo

ff

liq
ui

di
ty

0.
74

0∗
∗∗

0.
81

0∗
∗∗

0.
87

5∗
∗∗

0.
76

1∗
∗∗

0.
76

1∗
∗∗

0.
80

9∗
∗∗

0.
79

1∗
∗∗

0.
89

1∗
∗∗

0.
92

8∗
∗∗

[0
.0

85
5]

[0
.0

59
4]

[0
.0

60
9]

[0
.0

67
9]

[0
.0

67
9]

[0
.11

0]
[0

.1
27

]
[0

.0
93

0]
[0

.0
79

5]
Se

ss
io

n
1

om
itt

ed
om

itt
ed

om
itt

ed

Se
ss

io
n

2
18

3.
4∗

∗∗
18

6.
2∗

∗∗
18

8.
8∗

∗∗
38

5.
5∗

38
5.

5∗
39

7.
8∗

[4
4.

03
]

[4
3.

97
]

[4
3.

30
]

[1
51

.2
]

[1
51

.2
]

[1
50

.2
]

Se
ss

io
n

3
28

3.
9∗

∗∗
28

5.
4∗

∗∗
29

0.
9∗

∗∗
52

2.
0∗

∗
52

2.
0∗

∗
52

8.
1∗

∗
[4

7.
04

]
[4

7.
14

]
[4

8.
74

]
[1

45
.6

]
[1

45
.6

]
[1

43
.8

]

Se
ss

io
n

4
25

0.
0∗

∗∗
24

9.
7∗

∗∗
25

2.
4∗

∗∗
44

0.
7∗

∗
44

0.
7∗

∗
44

0.
8∗

∗
[3

3.
52

]
[3

4.
87

]
[3

4.
70

]
[1

42
.5

]
[1

42
.5

]
[1

41
.9

]
Cl

oc
k

65
.3

9∗
∗∗

65
.3

9∗
∗∗

65
.3

4∗
∗∗

65
.3

9∗
∗

65
.3

9∗
∗

65
.3

5∗
∗

65
.3

9∗
∗

65
.3

9∗
∗

65
.3

6∗
∗

[1
6.

36
]

[1
6.

39
]

[1
6.

34
]

[1
7.

01
]

[1
7.

01
]

[1
6.

99
]

[1
7.

93
]

[1
7.

97
]

[1
7.

98
]

8_
Bi

dd
er

s
18

5.
6∗

∗∗
19

0.
8∗

∗∗
93

5.
7

77
7.

4
18

7.
9∗

∗∗
19

1.
1∗

∗∗
[2

8.
33

]
[2

9.
24

]
[9

14
.7

]
[9

54
.3

]
[3

2.
52

]
[3

2.
74

]
e_

pa
yo

ff
−0

.0
91

4
−0

.0
73

7
−0

.0
57

4
[0

.0
64

8]
[0

.1
34

]
[0

.0
95

5]

_c
on

s
−1

47
.2

∗
−2

74
.2

∗∗
∗

−2
65

.9
∗∗

∗
−5

45
.2

∗∗
∗

15
6.

6
41

.6
2

−2
22

.1
∗∗

−3
72

.2
∗∗

∗
−2

91
.7

∗∗
∗

[5
4.

83
]

[4
3.

63
]

[4
2.

81
]

[1
35

.5
]

[7
16

.1
]

[7
41

.0
]

[7
3.

70
]

[6
3.

99
]

[5
9.

08
]

Su
bj

ec
tF

E
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Ye

s
Co

m
pe

tit
or

FE
Ye

s
Ye

s
Ye

s
Su

bj
ec

t∗
Se

ss
io

n
FE

Ye
s

Ye
s

Ye
s

N
25

6
25

6
25

6
25

6
25

6
25

6
25

6
25

6
25

6
ad

j.
R-

sq
0.

41
9

0.
55

2
0.

55
2

0.
63

8
0.

63
8

0.
63

8
0.

40
7

0.
56

9
0.

56
8

St
an

da
rd

er
ro

rs
in

br
ac

ke
ts

cl
us

te
re

d
on

su
bj

ec
ts

;∗
p<

0.
05

∗∗
p<

0.
01

∗∗
∗ p

<
0.

00
1



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 lawrence m. ausubel et al.

Table 20.11. Dependent variable = payoff for only sessions 5 and 6; clus-
tered standard errors

(1) (2) (3) (4) (5) (6)
payoff payoff payoff payoff payoff payoff

Session 9 58.82 65.85∗ 26.71 35.74
[30.03] [29.60] [18.06] [20.68]

Session 10 omitted omitted omitted omitted

Clock 60.13∗∗ 59.09∗∗ 60.13∗∗ 59.34∗∗ 60.13∗∗ 58.65∗∗
[16.08] [16.08] [16.92] [16.92] [17.07] [17.30]

e_payoff 0.156 0.119 0.223
[0.116] [0.0799] [0.178]

_cons 88.66∗∗∗ 75.71∗∗∗ 76.67∗ 75.43∗ 94.37∗∗∗ 75.72∗∗∗
[16.64] [17.51] [34.71] [35.26] [8.534] [15.74]

Subject FE Yes Yes Yes Yes Yes Yes
Competitor FE Yes Yes
Subject∗Session FE Yes Yes

N 128 128 128 128 128 128
adj. R-sq 0.299 0.315 0.649 0.657 0.447 0.471

Standard errors in brackets clustered on subjects; ∗ p<0.05 ∗∗ p<0.01 ∗∗∗ p<0.001

Table .we see that the bidders are able to capture slightly less () of their liquidity
bonus on average than in Experiment  (). As in Experiment , Table . demon-
strates that a larger liquidity bonus caused players to bidmore aggressively, resulting in a
statistically significant lower profit.This strategy is reflected in the individually reported
strategies summarized in Appendix A.
The effect of learning over the first four sessions of Experiment  is somewhat more

complicated than in Experiment . That is, the payoffs in Sessions – are statistically
indistinguishable from those in session . However, we observe a statistically insignifi-
cant decline in profits between sessions , , and , and a dramatic and significant decline
between session  and session  (–). This decline in profits between sessions  and
 is matched by a statistically significant decline in payoffs (decline of , significant
at the  level). This suggests that participants played significantly more aggressively
during session , but to their own detriment. During the days with no liquidity bonus,
it appears that learning may have played a role, albeit a weak one. The payoff during
session  was  less than in session , significant at the  level.
Table . provides additional insights into the process of learning by looking at

the interaction between the liquidity bonus and session, and clock and session. We see
an upward trend in the percentage of the liquidity bonus captured by participants over
the whole of Experiment  when liquidity was positive. This suggests that participants
became more adept at managing their liquidity constraint over time. In addition, we
see a negative trend in the benefit of clock auctions compared with sealed-bid auctions.
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Table 20.12. Experiment 2: pooled-security reverse
auction

(1) (2) (3)
dep var: payoff profit payoff=profit

Liquidity 0.606∗∗∗ −0.119∗∗∗
[0.0545] [0.0217]

Session 5 omitted omitted

Session 6 189.9 −120.8
[220.0] [87.43]

Session 7 326.4 −225.6∗
[219.8] [87.37]

Session 8 −315.4 −791.3∗∗∗
[219.9] [87.42]

Session 11 −84.66
[46.74]

Session 12 omitted

Clock 496.7∗∗ 105.5 −84.49
[150.5] [59.82] [46.74]

LessPrecise −44.68 −43.82
[150.6] [59.87]

Subject FE Yes Yes Yes
N 256 256 128
adj. R-sq 0.364 0.388 0.265

Standard errors in brackets; ∗ p<0.05 ∗∗ p<0.01 ∗∗∗ p<0.001

Table 20.13. Payoffs over time

(1) (2) (3) (4) (5) (6)
Session 5 Session 6 Session 7 Session 8 Session 11 Session 12

dep var: payoff payoff payoff payoff payoff payoff

Liquidity 0.555∗ 0.647∗∗∗ 0.637∗∗∗ 0.727∗∗∗ 0 0
[0.197] [0.147] [0.0769] [0.201] [0] [0]

Clock 1030.1∗∗ 846.9∗ 224.3 −114.5 108.4∗∗ 60.57∗
[265.4] [379.1] [231.5] [278.0] [29.05] [24.91]

LessPrecise 200.9 −266.2 −139.4 −0.490 0 0
[407.1] [320.5] [228.3] [267.6] [0] [0]

_cons −39.38 −28.80 466.0 −548.4 105.8∗∗∗ 214.4∗∗∗
[1118.1] [863.5] [428.8] [965.0] [14.53] [12.45]

Subject FE Yes Yes Yes Yes Yes Yes
N 64 64 64 64 64 64
adj. R-sq 0.625 0.564 0.749 0.655 0.443 0.61

Standard errors in brackets clustered on subjects; ∗ p<0.05 ∗∗ p<0.01 ∗∗∗ p<0.001
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This suggests that participants determined a strategy in early rounds and played that
strategy independent of other bidders’ actions. That is, initially, when participants were
unfamiliar with the pooled auction setting, the additional information revealed dur-
ing the clock auction increased payoffs by a statistically significant ,. This benefit
of the clock declined over time, independent of the presence of liquidity.
The final result from Table . is that we see no statistically significant effect with

respect to the more precise and less precise cases. That is, providing bidders with refer-
ence prices that represent  or  of the total signals does not result in a significant
change in payoff.Asmight be expected, themore precise cases appear to result in slightly
higher payoffs (), but not statistically so. And when we look at the effect of the more
or less precise case by day (Table .), we again do not see a statistically significant
affect or trend.
Given that there was not a tractable theoretical benchmark strategy to provide for the

auction participants, they were forced to determine their own bidding strategies. At the
conclusion of the auction, all participants provided a short synopsis of their strategies
(see Appendix A). Participants described strategies that were heavily determined by
their liquidity draws and ratio of private signals to reference prices. Using this informa-
tion, we calculated an applied bidder strategy (ABS) ratio that appears to capture the
substance of how bidders used their private information.This ABS ratio is calculated as
follows:

bis =
(
sig · uis + (

 − sig
) · E [vis]

)

 · refi
(.)

where sig is the number of private signals given to each player for security i, uis is
the average of those private signals, and E [vis] is the expected value of the unknown
signals given the known uniform distribution for securities in that pool type ( for
high-quality securities, and  for low-quality securities). Finally, refi is the reference
price for security i, which is given to all players.
Table . illustrates that when the lowest ABS ratio for participants was low (< .)

bidders did significantly better than when the lowest ABS ratio was higher, independent
of the presence of the liquidity bonus. For example, there is not a statistically significant
difference between an ABS ratio < . and an ABS ratio between . and .. However,
when the ABS ratio is between . and ., payoffs fall by a statistically significant .
When the ABS ratio rises above ., payoffs are – lower than when the ABS
ratio is less than ..

Recombining the sealed-bid results
....................................................................................................................................................................

Although we held only four sessions of the eight-security simultaneous reverse auction,

AQ. Is this
correct as a
main
heading? Or
should it be a
subhead to
the results?

and thus a total of four low-competition and four high-competition auctions, we can
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Table 20.14. Effect of the lowest applied bidder strategy ratio on
outcomes*

(1) (2) (3)
dep var: payoff profit payoff=profit

Liquidity 0.604∗∗∗ −0.121∗∗∗ 0
[0.0753] [0.0224] [0]

Session 5 omitted omitted 0
[0]

Session 6 150.7 −76.16 0
[401.8] [114.3] [0]

Session 7 357.7 −172.3 0
[316.6] [130.4] [0]

Session 8 −336.7 −729.9∗∗∗ [0]
[276.8] [145.4] 0

Session 11 0 0 0.893
[0] [0] [53.35]

Session 12 0 0 omitted
[0] [0]

Clock 496.7∗ −105.5∗ 84.49
[199.4] [47.92] [49.80]

LessPrecise −73.33 42.52 0
[148.4] [69.51] [0]

ABS<0.6 omitted omitted omitted

0.6≤ ABS<0.7 −546.9 15.88 −135.1
[377.6] [139.3] [115.1]

0.7≤ABS <0.8 −905.8∗∗ −105.3 −267.7∗
[254.3] [96.79] [111.8]

0.8≤ABS<0.9 −674.4∗ −93.38 −329.5∗∗
[261.3] [102.3] [110.3]

0.9≤ABS<1 −780.8∗∗∗ −340.0∗∗∗ −502.3∗∗∗
[189.4] [63.61] [120.2]

1≤ABS −749.2∗∗ −528.6∗∗ −361.7
[258.7] [167.2] [223.1]

_cons 856.2 340.5 446.9∗∗∗
[579.2] [180.3] [103.5]

Subject FE Yes Yes No
N 256 256 258
adj. R-sq 0.410 0.476 0.165

Standard errors in brackets clustered on subjects when subject FE used;
∗ The ABS ratio was calculated for each security and the lowest was used
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evaluate a rich set of data to determine the full range of possible outcomes from the
bidding strategies employed by the subjects. To do this, we use a recombinant pro-
cedure.  The results of our recombinant analysis add strength to one of our major

AQ. Charles
and Reiley
() from
note  needs
to be added to
the ref. list.

contentions—the sealed-bid format results inmore varied outcomes than does the clock
format. Further, we can also assert that a few anomalous bids—mistakes—can drive the
outcomes of entire auctions using the sealed-bid format. In sum, the downside risk of
poor price discovery and extremely low payoffs to the bidders is higher using the sealed-
bid format.
The recombinant procedure is in principle very simple. To understand the theoretical

justification, we present a simple example. Imagine a basic sealed-bid auction with
two bidders. Suppose there are two of these basic auctions, auction A and auction B.
Bidder  faces bidder  in auction A, while bidder  faces bidder  in auction B. A
single outcome results from each auction, giving us a total of two price observations,
for example. Now, consider that each bidder determined their bid using only their own
private information, and no special knowledge of their opponents. Provided bidding is
anonymous, we can expect that bidder  would have submitted the same bid if she had
faced bidder  or bidder , just as she did when she faced bidder  in the auction we
first observed. Exploiting this concept, we can compute the outcomes of several more
auctions than those we actually observed. The total set of auctions is given by the set of
bids {A ≡ {b, b}, {b, b}, {b, b}, {b, b}, {b, b},B ≡ {b, b}}. We get a total of six
outcomes to analyze instead of just two. 

We use this procedure to examinemore closely the outcomes of the sealed-bid simul-
taneous reverse auctions.  We observe a total of , four-bidder auctions per session,
rather than four, and a total of , eight-bidder auctions per session, rather than two.
This gives us the ability to see a highly precise distribution of the outcomes that could
have been produced by the strategies our subjects employed. 

The most important finding from this analysis is that the sealed-bid procedure is
vulnerable to anomalous bids. Strong evidence is provided in Figure ., which shows
a histogram of the results in the four-bidder case. We display the difference between
true common value and price, and point out the bimodality of the data in sessions 
and . In both of these cases, small mistakes by bidders led to large differences between

 See Charles and Reiley () for details on the recombinant estimator.
 In this case, we get six outcomes, or four-choose-two. In general, we can calculate the number of

outcomes equal to n-choose-k, where n is the total number of bidders and k is the number of bidders in
each auction.

 Note that the theoretical justification for the recombinant procedure does not hold in a clock
auction, since what one bidder does depends importantly on the signals she receives from her
competitors. Thus the assumption of anonymity breaks down, and we cannot justify a recombinant
analysis. Likewise, we cannot analyze reference-price auctions this way, since bidders in different
auctions react to information that is specific to the auction, and thus combining bids from different
auctions is not theoretically or statistically valid.

 Note carefully that we do not claim that all of these auctions are statistically independent. We
cannot calculate multivariate test statistics with this data-set, as the distribution of the standard error is
unknown. Instead, we use the procedure to examine in some detail what is possible, had our random
matching of subjects turned out differently.
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figure .. Difference between value and price in a four-bidder sealed-bid auction.

price and the true value of the securities. This clearly hampers price discovery, and
certainly affects the profits of the winning bidders. Figure . shows the profit from
the corresponding security sales. A heavy left tail is evident in the distribution of profits,
driven again by the tendency of small mistakes by a few bidders to negatively influence
the price of securities. Finally, note what happens to bidder payoffs under the same
circumstances. Extremely negative outcomes are evident in session . Even in sessions
–, after learning has taken place, there is substantial mass below , substantially
less than the average payoff of  we report in Table .. The average payoff statis-
tic from the sealed-bid auctions masks the possibility of very negative outcomes. The
reason is simple—when a small number of bidders drive prices below their common
value, due to poor strategy or low signals, they inhibit the ability of other bidders to
satisfy their liquidity needs. When liquidity needs are an especially important goal
of the auction, the sealed-bid format can result in an especially bad case of allocative
inefficiency.
Such poor outcomes are extremely unlikely under the clock auction format. First,

mistakes by bidders are simply less likely under the clock format. Since bidders have
multiple chances to express their preferences and can continually update their strategies
throughout the bidding process, anomalous bids are less likely. Second, as the results of
our econometric analysis demonstrate, bidders are better able to manage their liquidity
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figure .. Bidder profit on security sales in a four-bidder sealed-bid auction.

needs under the clock format. Thus, should a small number of bidders drive the price
of a handful of securities well below their common value, the clock format enables
other bidders to respond by adjusting their bidding on other securities. Sensible bidders
will bid more aggressively on other securities in their portfolio in order to meet their
liquidity needs, allowing them to recover reasonable payoffs (Figure .). The sealed-

AQ. Figure 
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appropriate?
Please also
check legend.

bid format gives bidders no such chance to adjust their strategies. When liquidity needs
are a dominant concern of the Treasury, the sealed-bid format leaves gains from trade
on the table.

Analysis and discussion
....................................................................................................................................................................

Feasibility of implementation

One of the points in conducting the experiments was to demonstrate the feasibility
and practicality of conducting a computerized auction in which multiple securities are
purchased simultaneously. In this regard, both the sealed-bid and descending clock
auctions can be regarded as successfully implemented in a short time.
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figure .. Subject ayoffs (sales plus liquidity bonus) in a four-bidder clock auction.

Competitiveness of price

Notwithstanding the presence of adverse selection, as a theoretical matter, the price in
the auction can be driven below the security’s fundamental value, to the extent that the
bidders have liquidity needs above and beyond their objective of earning trading profits.
This was demonstrated in the experiments. In both the sealed-bid and descending clock
auctions, the prices were significantly below the fundamental values of the respective
securities. This is seen in the second row (profit) in Tables .–.. A bidder’s mean
trading profits in Experiment  were negative, though not significantly so under the
sealed-bid (–) and clock (–). The mean trading profits in Experiment  were sig-
nificantly negative under both formats: – with the sealed-bid format and – with
the clock format.

Frequency of erroneous bids

In a relatively small but clearly noticeable subset of the auctions, bidders submitted what
were almost certainly unintentionally low bids (“erroneous bids”). In descending clock
auctions, the harm to a bidder from an erroneous bid was often fairly limited, as the



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 lawrence m. ausubel et al.

extent of the damage was that the bidder found herself still in the auction at the end of
the round. However, in sealed-bid auctions, the harm could be much greater. Thus, one
advantage observed of the clock auction was that it helped to insulate bidders from the
effects of their own mistakes.

Management of liquidity needs

If separate sealed-bid auctions are conducted simultaneously, the bidder has no way
to condition her bidding in one auction on the amount that she is likely to win in
other auctions. By contrast, if separate dynamic auctions are conducted simultaneously,
the bidder can observe the outcome evolving in one auction and use that information
to adjust her behavior in other auctions. Thus, the bidder has much greater ability to
manage her liquidity need, without “overshooting” and selling more securities at prices
below value than the bidder needs to sell.
This is demonstrated clearly in the experimental results. Despite the fact that the

bidders had the same values and the same liquidity needs in the sealed-bid auctions
and in the clock auctions, the bidders attained average payoffs in Experiment  (Experi-
ment ) of  (,) in the sealed-bid auctions andof  (,) in the clock auctions,
as shown in the fifth row of Tables .–.. The payoffs in the clock auctions were
significantly higher (at the  level) than in the sealed-bid auction. This is entirely
due to better management of liquidity with the clock auction. As shown in the fourth
row of Tables .–., the mean liquidity bonus in Experiment  (Experiment ) was
significantly larger,  (,) with the clock format, compared with  (,) with
the sealed bid format. Under sealed-bid, the bidder often overshoots her liquidity need.
The mean overshoot in Experiment  (Experiment ) with the sealed-bid auction was
 (,), compared with  () for the clock format (see row  of Tables –).
This difference is significant at the  level (p-value of .).

Cost of purchasing securities

There appear to be three distinct effects determining the comparison of purchase prices
between the sealed-bid and dynamic auction formats. First, a dynamic auction format is
generally known to mitigate the winner’s curse, leading to more aggressive bidding and
to lower prices in a reverse auction. Second, as seen above, the bidders submit fewer
erroneous bids in a dynamic format, leading to higher prices. Third, as seen above, a
dynamic format allows bidders to manage better their liquidity needs; more than likely,
this would lead to fewer desperation offers and cause higher prices. Combining these
three effects, the price comparison between sealed-bid and dynamic auction formats is
ambiguous.
In the experimental results, the price difference between the two formats is not sta-

tistically significant. The bidders, with the same values and the same liquidity needs in
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the two auction formats, produced mean clearing prices of . in the clock and .
in the sealed-bid auction in Experiment . In Experiment , the two formats produced
mean clearing price points of . in the sealed-bid auctions and of . in the
clock auctions (see row  of Tables .–.).
Combining the results on satisfying liquidity needs and on the cost of purchasing

securities, the taxpayer would favor the descending clock auction. While the taxpayer’s
expenditure is approximately equal in the sealed-bid and the clock auctions, the latter
gives “more bang for the buck”—for a given expenditure of money, the clock auction
better directs resources toward satisfying the liquidity needs of the banking sector.

Variability of outcomes and informativeness of prices

Finally, there appears to be a fundamental difference in the experimental results between
the sealed-bid auction and the corresponding dynamic auction. All other things being
equal, the outcomes of the sealed-bid auction are more variable and random.
First, this means that the outcomes of the dynamic auction are more predictable, and

thus more satisfying to risk-averse banks and regulators. The greater variability is seen
in the variance of the bidder’s payoff. The standard deviation of the bidder’s payoff in
Experiment  (Experiment ) is  (,) with the clock format, compared with 
(,) with sealed-bid (see row  of Tables .–.). This difference is significant at
the  level (p-value of .).
Second, one of the objectives of government purchases of troubled securities is to

restart frozen secondary markets by providing relevant transaction prices. By doing so,
the government can rely on the private market to accomplish some of the government’s
objectives, reducing the need for government resources. The experimental design lim-
ited the extent to which this can be seen in the data, as there were only two separate
pools of securities and thus only two independent prices determined in the auctions.
Nevertheless, it can be seen that the prices resulting from the dynamic auction are more
accurate, an effect which can be expected to be enlarged whenmore independent prices
are determined by an auction.

Conclusion
....................................................................................................................................................................

We present our findings from laboratory experiments of troubled-asset reverse auctions.
The experiments demonstrate the feasibility of implementing a purchase program for
troubled assets in a short period of time using either a sealed-bid or a dynamic auc-
tion format. The experiments suggest that the taxpayer cost of purchases using a well
designed and well implemented auction program could be small using either auction
format, to the extent that sellers have substantial liquidity needs. However, the dynamic
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auction format has significant advantages over the sealed-bid auction format for both
the banks and taxpayers, because the informational feedback provided during the auc-
tion enables the seller to manage better its liquidity needs.
Our experiments focused on trading profits and liquidity needs as the bidder’s prin-

cipal objectives. In practice, a seller of troubled assets also cares about its portfolio risk.
For reasons of simplicity, we ignored portfolio risk in the experiments. However, there
is good reason to expect that what we learned about a bidder’s challenges in managing
liquidity would carry over to the issue of portfolio risk. It is the bidder’s ability to see,
while the auction is still running, which asset sales are likely be successful that enables
the bidder to better reach its revenue target in the dynamic auction. By the same token,
the bidder’s ability to see which asset sales are likely be successful should enable the
bidder to better manage its portfolio risk.Thus, explicitly including portfolio risk would
likely strengthen the case for dynamic auctions over sealed-bid auctions for purchases
of troubled assets.

Appendix A. Analysis of bidding strategy
in Experiment 

....................................................................................................................................................................

Each of the nineteen expert bidders provided a summary of their bidding strategy
during Experiment . Although there are many variations of strategies employed, the
following summarize the primary strategy components from the bidders.

Liquidity. All of the bidders described their strategy as heavily dependent on their
liquidity draw. That is, they recognized that even though the securities were likely to
close at a price below their respective common values, they could make money on the
liquidity bonus. As a result, they selected certain securities on which to bid aggressively.
Once determined, bidders would instantly reduce supply to a level that just allowed
them to meet their liquidity bonus if the price were to fall to their estimated dropout
ratio. The immediate reduction was an effort to signal to other bidders that they should
be reducing supply also. They would hold that level of the security until the price went
below their estimated dropout ratio, at which point they would rapidly drop out of
the auction. Once the liquidity bonus was satisfied they would drop out of the auction
completely.

Reference prices.Bidderswere generally aware that securities with low reference prices
were least likely to sell and thus they reduced their supply on those first. DI stated “I was
more aggressive on the securities with a higher than average . . . reference price.” Many
bidders compared their own signals to these reference prices as an indication of which
securities to reduce the supply of first. Once determined, these ratios were often ranked
from lowest (best) to highest (worst) to determine the appropriate aggressiveness to be
used for each security.The lower the ratio on a security, themore aggressively the holder
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bid (i.e. the longer they held on to the security). If the ratiowas above the reference price,
they dropped out early.

High quality/low quality. Five bidders stated that they were going to focus their atten-
tion on the high-quality securities, as that would be the easiest way to achieve their
liquidity bonus. However, three bidders stated that they spread their attention across
both pools and one bidder focused on the lower-quality pool because he thought it “will
have relatively higher or positive P-CV.”

Learning. Four of the bidders stated that it took one to two days to optimize their
strategy. The bidders were divided on whether observing the actions of the other bid-
ders was helpful in optimizing their own behavior. Some stated that the actions of the
other bidders were not a helpful signal in determining their values, because the other
bidders were either makingmistakes or misrepresenting. AP states that he could not get
information from other bidders because “it was too easy to intentionally send out ‘bad’
information . . .makemistakes . . . and/or play irrationally.”Others felt the opposite. BW
said and DI concurred that they would watch what other bidders were selling and sell
the same “because that specific security may have a lower common value.” Still other
bidders stated that while specific information was hard to determine from the actions
of other bidders, they were able to learn the general behavior of the other bidders
as the auctions progressed (i.e. that bidders were more aggressive than they thought
initially). KD stated, “I learned that, broadly speaking, there were two types of players:
those who appreciated the benefits of supply reduction and those who did not.” KD
continued that she would learn in the first few rounds the type of opponents she was up
against and would adjust her strategy accordingly. PS stated, “I believed other bidders
will [reduce supply]. I was wrong. . . . So in the remaining session, I just hung in the
securities . . .without supply reducing.”

Estimated dropout ratio. To achieve their respective liquidity goals, bidders would
hold the necessary quantity of securities up to their calculated dropout ratio. These
dropout ratios were estimated in two steps. First, they would calculate a target CV– AQ. what is

‘CV’?
reference price ratio and then they would adjust it to determine the ratio at which they
would drop out. Four of the bidders calculated the target ratio assuming the expected
values for the unknown signals ( and  for high and low, respectively). Seven bidders
used only the ratio of their private signals to the reference price.Three bidders used the
clearing ratio from previous similar experiments. Once these ratios were determined,
seven of the bidders stated that they would drop out completely when the price got to
of the target ratio.Other bidders used different heuristics or downward adjustments
to determine when they would drop out. For example, AV kept significant quantities of
securities “until we got around – of the initial price.” Several bidders stated that
their level of confidence in their final dropout ratio was determined by the number of
private signals they had: four private signals made themmore confident with respect to
the ratio; a single signal made them less confident. Lower confidence with respect to the
ratio caused them to behave as if the ratio were slightly above their calculated value.

Supply reduction. Regardless of the reason, most bidders reduced their supply as
quickly as possible, especially for those securities where their estimated true ratio was
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high, assuming these would not clear. Even in cases when they thought they could win,
bidders often stated that they would immediately supply reduce  and then hold on
that quantity for a while. Many of the bidders stated that they were often hoping for
tacit collusion, even when it did not come. For example, AV complained that “the other
players would not reduce quantities significantly from a round to another.” JR stated,
“What was more frustrating was the fact that people just wouldn’t drop [their supply].”
JB said, “I didn’t see any way to elicit cooperation to get others to drop out sooner.”
KM said, “my aim was always to induce people to drop quantities early on by dropping
myself . . . usually I assumed that players would take equal responsibility for reductions.”
Some bidders stated that they had a preference to supply reduce less for their larger
holdings, because they knew more about those holdings.

Sealed bid vs. clock auctions. Many of the bidders stated that it was more difficult to
play the sealed bid because they were not learning anything about the values of other
bidders. As a result, they had to guess an optimal dropout ratio. BW and DI guessed an
 ratio. Several players stated that they played more conservatively in the sealed-bid
auction.
And there were other things that were conspicuously absent from their strategies:
Differentiation between less/more precise. Almost no one stated a strategy difference

between the two auction types. In fact, two of the bidders explicitly stated that they did
nothing different between the more precise and less precise scenarios. Anyone using
the bidding tool calculated the estimated true ratio with different assumptions for each
of these scenarios (i.e. twelve versus eight total bidders for the more and less precise
scenarios, respectively), but many bidders stated that they did not use the bidding
tool.

Activity points. Only one bidder discussed a strategy that involved shifting supply to
high-signal/low-reference-price securities within the same pool in an effort to distract
other bidders. Other than this, no one talked about using the activity point constraint
as a means of passing information.

Appendix B. A common-value auction with
liquidity needs: bidder instructions

for Experiment 
....................................................................................................................................................................

In this experiment, you are a bidder in a series of auctions conducted over four sessions.
Each session is held on a different day and consists of four different auctions. Bidders are
randomly assigned to each auction. Thus, you do not know who the other bidders are
in any of your auctions. You will be bidding from your private cubical, which includes a
computer and a bidder tool that is unique to you. We ask that you refrain from talking
during the experiment. If you need assistance at any time, just raise your hand and one
of the experimental staff will assist you.
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You will be paid at the end of the experiment. Your payment is proportional to your
total experimental payoff—the sum of your payoffs from each of your auctions. In par-
ticular, you will receive  in take-home pay for every  million experimental dollars that
you earn. Throughout, dollar figures refer to your experimental payoff unless explicitly
stated otherwise—and the “millions” are generally suppressed. When explicitly stated,
your real dollar payment will be referred to as your take-home payment. We anticipate
that each of you will earn a take-home payment of about  per experimental session
on average. However, your actual take-home payment will depend on your bidding
strategy, the bidding strategies of the other bidders you face, and the particular real-
izations of numerous random events.
In each auction, you will compete with other bidders to sell your holdings of eight

securities to the Treasury. The eight different securities have different values. However,
for each security, the bidders have a common value, which is unknown. Each bidder
has an estimate of the common value. You profit by selling securities to the Treasury at
prices above the securities’ true values. You also have a need for liquidity (cash). The
sale of securities to the Treasury is your source of liquidity. Thus, you care about both
profits and liquidity (your sales to the Treasury).
Two formats are used:

• Simultaneous uniform-price sealed-bid auction (“sealed-bid auction”). Bidders
simultaneously submit supply curves for each of the eight securities. Supply curves
are non-decreasing (i.e. upward-sloping) step functions.The auctioneer then forms
the aggregate supply curve and crosses it with the Treasury’s demand.The clearing
price is the lowest rejected offer. All quantity offered below the clearing price is sold
at the clearing price. Quantity offered at the clearing price is rationed to balance
supply and demand, using the proportionate rationing rule.

• Simultaneous descending clock auction (“clock auction”). The securities are auc-
tioned simultaneously. There is a price “clock” for each security indicating its ten-
tative price per unit of quantity. Bidders express the quantities they wish to supply
at the current prices. The price is decremented for each security that has excess
supply, and bidders again express the quantities they wish to supply at the new
prices. This process repeats until supply is made equal to demand. The tentative
prices and assignments then become final. Details of the design are presented in
Ausubel and Cramton (), which you received earlier. AQ.  a or

b?

In each session, you will participate in four different auctions in the following order:

. Four-bidder sealed-bid. A sealed-bid auction with four bidders.
. Eight-bidder sealed-bid. A sealed-bid auction with eight bidders.
. Four-bidder clock. A clock auction with four bidders.
. Eight-bidder clock. A clock auction with eight bidders.

Each session, one of your two four-bidder auctions and one of your two eight-bidder
auctions will be selected at random. Your take-home payment from the session will
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be based on the number of (million) laboratory dollars that you earn in these two
auctions only.

Securities

In each auction, eight securities are purchased by the Treasury. The bidders are sym-
metric before the draws of bidder-specific private information about security values and
liquidity needs.
In each session, two sets of bidder-specific private information are drawn indepen-

dently from the same probability distributions. The first set is used in the four-bidder
auctions (auctions  and ); the second set is used in the eight-bidder auctions (auctions
 and ). You are given no feedback following the sealed-bid auctions; thus, your behav-
ior in the clock auctions cannot be influenced by outcomes in the sealed-bid auctions
of a session.
In each four-bidder auction, the Treasury demand is , shares of each security,

where each share corresponds to  million of face value. Each bidder has holdings of
, shares of each security. Thus, it is possible for a single bidder to fully satisfy the
Treasury demand for a particular security; that is, for each security there may be just
a single winner or there may be multiple winners. One-quarter of the total available
shares will be purchased by the Treasury.
In each eight-bidder auction, the Treasury demand is , shares of each security,

where each share corresponds to  million of face value. Each bidder has holdings
of  shares. Thus, at least four bidders are required to fully satisfy the Treasury
demand—there must be at least four winners. One half of the total available shares will
be purchased by the Treasury.

Your preferences

From each auction, your payoff depends on your profits and how well your liquidity
needs are met.

Common-value auction
The value of each security in cents on the dollar is the average of eight iid random
variables uniformly distributed between  and :

νs = 


∑

i=
uis, where uis ∼iid U[, ] .

Suppose you are bidder i.
Your private information about security s is the realization uis. Notice that both for

the eight-bidder and four-bidder auctions, the common value is the average of eight
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uniform draws, so that only the first four draws are revealed in the four-bidder auction.
Thismeans that the true values have the samedistribution in both four-bidder and eight-
bidder auctions, and your private information has the same precision.
If you sell the quantity qs of the security s at the price ps, then your profit (in million

) is:

πi( p, qi, v) = 


∑

s=
(ps − vs)qis.

Liquidity need
You have a liquidity need, Li, which is drawn iid from the uniform distribution on the
interval [, ]. You know your own liquidity need, but not that of the other bidders.
You get a bonus of  for every dollar of sales to the Treasury up to your liquidity need
of Li. You do not get any bonus for sales to the Treasury above Li. Thus, your bonus is:

min
[

Li, 


∑

s=
psqis

]

.

Your payoff from an auction
Combining your profit and your liquidity bonus results in your total payoff:

Ui( p, qi, v) =

⎧
⎪⎪⎨

⎪⎪⎩




∑

s=
(ps − vs)qis if 



∑

s=
psqis < Li

Li + 


∑

s=
(ps − vs)qis otherwise

Thus, an additional dollar of cash is worth two dollars when your liquidity need is
not satisfied, but is worth one dollar when your liquidity need is satisfied.

Bidder tool and auction system

You have an Excel workbook that contains your private information for each auction.
You will use the tool to submit bids in the sealed-bid auctions. In addition, the tool has
features that will help your decisionmaking in each of the auctions. Each auction has its
own sheet in the tool. It is essential that you are working from the correct sheet for each
auction. For example the four-bidder sealed-bid auction is the sheet named Sealed Bid .
For the clock auctions, bidding is done via a commercial auction system customized

to this setting. You use the web browser to connect to the auction system. For each clock
auction, you must go to a new auction site. The URL for the auction site is given in the
bidder tool on the particular auction sheet, Clock  or Clock , for the four-bidder or
eight-bidder clock auction. Once at the correct auction site, log in with the user name
and password given on your auction sheet.
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The auction system is easy to use. Youwill have an opportunity to use it in the training
seminar.
An important feature of the tool is the calculation of expected security values con-

ditional on information you specify. In a common-value auction, it is important for
you to condition your estimate of value on your signal and the information winning
conveys. Since your bid is only relevant in the event that you win, you should set your
bid to maximize your payoff in that event. In this way, you avoid the winner’s curse,
which in this case is the tendency of a naïve bidder to lose money by selling shares at
prices belowwhat they areworth. In addition, in the clock auctions, the bidder alsomust
condition on any information revealed through the bidding process. The tool provides
one flexible method of calculating an appropriate conditional expected value for each
security.

Bidding strategy

The auction environment has three complicating features:

• Common-value auction. You have an imperfect estimate of the good’s common
value.

• Divisible-good auction. Your bid is a supply curve, specifying the quantity you wish
to sell at various prices.

• Liquidity need. You have a specific liquidity need that is met through selling shares
from your portfolio of eight securities.

The combination of these factors makes a complete equilibrium analysis impossi-
ble. Nonetheless, equilibrium analysis is possible in a simplified environment. To aid
your thinking about strategy, we discuss a particular strategy, which abstracts from
the complications of a divisible good auction and the liquidity needs. In particular,
we assume:

. Each bidder submits a flat supply schedule; that is, the bidder offers to sell all of
her holdings of a particular security at a specified price.

. Each bidder ignores her liquidity need, bidding as if Li = .

With these assumptions it is possible to calculate an equilibrium strategy, which we call
the benchmark strategy. The analysis of this strategy will be helpful in thinking about
the common value feature of the auction environment.

We wish to emphasize that the benchmark strategy focuses on only one element of the
auction. Your challenge is to determine your own strategy to maximize your payoff that
reflects all aspects of the auction environment.
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You are bidder i. Your private information about security s is the realization uis.

figure B.. Probability density and cumulative distribution of common value.

Common-value distribution
As mentioned earlier, the value of each security in cents on the dollar is the average of
eight iid random variables uniformly distributed between  and :

vs = 


∑

i=
uis, where uis ∼iid U[, ].

The probability density function (pdf) and cumulative distribution function (cdf) of the
common value are shown in Figure B.. The common value has a mean of  and a
standard deviation of .. Notice that the common value is approximately normally
distributed, since it is the sum of many independent draws.

Sealed-bid uniform-price reverse auction
Under our strong simplifying assumptions, the auction is equivalent to a unit-supply
common-value auction with uniform pricing. In this case, just as in a single-item
second-price auction, your bid does not determine what you pay, only the likelihood
of winning, thus the best strategy is to bid your true conditional expected value for
the good. The trick, however, is to condition on your signal and the information that
winning conveys.
In the four-bidder auction, under the benchmark assumptions, there is only a single

winner, so the correct condition is as derived in Milgrom and Weber (). Your bid
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is your expected value conditional on your signal being the lowest and on the second-
lowest signal being equal to yours:

bis = E [vs|u = uis, u = u] ,

whereu is the lowest signal andu is the second-lowest signal.The reason you condition
on the second-lowest signal being as low as yours is that the bid must be optimal when
it is on the margin and thus impacts whether you win. Your bid becomes marginal and
hence decisive only in the event that you tie with the second lowest.
For the eight-bidder auction, there are exactly four winners. Hence, we need to

generalize the above formula tomultiple winners.The optimal rule is to bid the expected
value conditional on your signal being the fourth-lowest signal and on the fifth-lowest
signal being equal to yours:

bis = E [vs|u = uis, u = u] ,

where u is the fourth-lowest signal and u is the fifth-lowest signal.
Since the signals are uniformly distributed, it is easy to calculate the above conditional

values. In both cases, the conditional value is a linear function of your signal.
In the four-bidder auction, there is a single winner. The conditioning is that you

win, the next lowest bidder has your value, and the remaining two bidders are evenly
distributed above your value:

four-bidder sealed-bid strategy,

bis = 


(

uis + 
(

uis + 


)

+  · 
)

= 
uis + 

 .

In the eight-bidder auction, there are four winners.The conditioning is that you have
the fourth-lowest signal, the fifth-lowest signal is the same, the three signals below you
are evenly distributed below your signal and zero, and the remaining three bidders are
evenly distributed above your signal:

eight-bidder sealed-bid strategy,

bis = 


(

uis + 
uis


+ 

(
uis + 



))

= 
uis + 

 .

Descending clock auction
In the clock auction, under the benchmark assumption, you will observe the price
at which other bidders drop out. This provides additional information on which to
condition your bid. Here we assume that the price clock is continuous. In the actual
experiment, the price clock is discrete, and although bidders can make reductions at
any price, you will learn the aggregate supply only at the end of round price. You may
want to assume the quantity reduction occurred halfway between the prior price and
the ending price.
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When the clock starts, you calculate your dropout point in the same way as above. As
the price clock falls, one of the other bidders may drop out. When the first bidder drops
out, you can calculate this bidder’s draw from the following equation.

us = Pdropout − intercept
slope

where the slope and intercept are taken the formulas above. With this new information
on which to condition your bid, the revised optimal bid for the eight-bidder clock
auction is straightforward to calculate.

Eight-bidder clock strategy

No one has dropped out: bis = 


(

uis + 
uis


+ 

(
uis + 



))

.

One bidder has dropped out: bis = 


(

uis + 
uis


+ u + 

(
uis + u



))

.

Two bidders have dropped out: bis = 


(

uis + 
uis


+ u + u + 

(
uis + u



))

.

Three bidders have dropped out: bis = 


(
uis + 

uis


+ u + u + u

)
.

Four-bidder clock strategy
Similarly, we can calculate the analogous formulas for the four-bidder clock auction.

No one has dropped out: bis = 


(

uis + 
(

uis + 


)

+  · 
)

One bidder has dropped out: bis = 


(

uis + u + 
(

uis + u



)

+  · 
)

.

Two bidders have dropped out: bis = 

(uis + u + u +  · ).

Note that the above formulas are all linear in the dropout price, so it is easy to invert to
get compute the bidder’s signal.

Moving beyond the benchmark strategy
The bidding tool is set up to calculate the conditional expected values assuming the
benchmark strategy. Of course, you (and others) may well deviate from the benchmark
strategy as a result of liquidity needs or other reasons, since these other factors are
ignored in the benchmark calculation.
The bidding tool allows for this variation in a number of ways. First, in the sealed-bid

auctions your bid can be any upward sloping step function to account for liquidity and
possible supply reduction by you or others. Second, in the clock auctions, the tool lets
you interpret what a dropout is and where it occurs. This is useful and necessary when
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bidders make partial reductions of supply. In addition, although the tool will calculate a
particular signal based on a dropout, you are free to type in any signal inference you like.
Whatever you type as “my best guess” will be used in the calculation of the conditional
expected value.
Further details of the tool will be explained in the training seminar.
If you have any questions during the experiment, please raise your hand and an

assistant will help you.
Remember your overall goal is to maximize your experimental payoff in each auction.

You should think carefully about what strategy is best apt to achieve this goal.
Many thanks for your participation.

Appendix C. A common-value
reference-price auction with liquidity

needs: bidder instructions
for Experiment 

....................................................................................................................................................................

In this experiment, you are a bidder in a series of auctions conducted over four sessions.
Each session is held on a different day and consists of four different auctions. Bidders are
randomly assigned to each auction. Thus, you do not know who the other bidders are
in any of your auctions. You will be bidding from your private cubical, which includes a
computer and a bidder tool that is unique to you. We ask that you refrain from talking
during the experiment. If you need assistance at any time, just raise your hand and one
of the experimental staff will assist you.
You will be paid at the end of the experiment. Your payment is proportional to your

total experimental payoff—the sum of your payoffs from each of your auctions. In par-
ticular, youwill receive  in take-home pay for every one hundred thousand experimental
dollars ( k) that you earn. Throughout, dollar figures refer to your experimental
payoff unless explicitly stated otherwise—and the “thousands” are generally suppressed.
When explicitly stated, your real dollar payment will be referred to as your take-home
payment. We anticipate that each of you will earn a take-home payment of about 
per experimental session on average. However, your actual take-home payment will
depend on your bidding strategy, the bidding strategies of the other bidders you face,
and the particular realizations of numerous random events.
In each auction, you will compete with other bidders to sell your holdings of eight

securities to the Treasury. The eight securities are split into two pools: four securities
are low quality and four are high quality. The eight different securities have different
values.However, for each security, the bidders have a common value, which is unknown.
Each bidder has an estimate of the common value. You profit by selling securities to the
Treasury at prices above the securities’ true values. You also have a need for liquidity



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

common-value auctions with liquidity needs 

(cash). The sale of securities to the Treasury is your source of liquidity. Thus, you care
about both profits and liquidity (your sales to the Treasury). The Treasury has allocated
a particular budget for the purchase of each pool of securities within each auction. Its
demand for high-quality securities is distinct from its demand for low-quality securities.
Before each auction, the auctioneer assigns each security a reference price (expressed

in cents on the dollar of face value), which represents the Treasury’s best estimate of
what each security is worth. For example, a high-quality security might be assessed to
be worth  cents on the dollar, while a low-quality security might be assessed to be
worth  cents on the dollar. A reference-price auction determines the price point—a
percentage of the reference price—for each pool of securities. A winning bidder is paid
the pool’s price-point × the security’s reference price for each unit of the security sold.
Two formats are used:

• Simultaneous uniform-price sealed-bid auction (“sealed-bid auction”). Bidders
simultaneously submit supply curves for each of the eight securities. Supply curves
are non-decreasing (i.e. upward-sloping) step functions, offering a quantity at each
price point. The auctioneer then forms the aggregate supply curve and crosses it
with the Treasury’s demand.This is done separately for each pool (i.e. for high- and
low-quality securities, separately). The clearing price point is the lowest-rejected
offer. All quantity offered at below the clearing price point is sold at the clearing
price times the security’s reference price. Quantity offered at exactly the clearing
price is rationed to balance supply and demand, using the proportionate rationing
rule.

• Simultaneous descending clock auction (“clock auction”). The securities are auc-
tioned simultaneously.There are two descending clocks, one for high-quality secu-
rities and one for low-quality securities, indicating the tentative price point of each
pool. Bidders express the quantities they wish to supply at the current price points.
The price point is decremented for each pool of securities that has excess supply,
and bidders again express the quantities theywish to supply at the new price points.
This process repeats until supply is made equal to demand. The tentative price
points and assignments then become final. Details of the design are presented in
Ausubel and Cramton (), which you received earlier. AQ. a or b?

The proportionate rationing rule plays a role only in the event that multiple bid-
ders make reductions at the clearing price. The rule then accepts the reductions at
the clearing price in proportion to the size of each bidder’s reduction at the clearing
price. Thus, if a reduction of  is needed to clear the market and two bidders made
reductions of  and  at the clearing price, then the reductions are rationed pro-
portionately: the first is reduced by  and the second is reduced by . The actual
reduction of the first bidder is twice as large as that of the second bidder, since the first
bidder’s reduction as bid is twice as large as the second bidder’s reduction. Ties can
generally be avoided by refraining from bidding price points that are round numbers,
instead specifying price points to odd one-hundredths of a percent (e.g. .).
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The clock auction has an activity rule to encourage price discovery. In particular,
for each security pool, the quantities bid must be an upward-sloping supply curves as
expressed in activity points. More precisely, activity points—equal to the reference price
× quantity, summed over the four securities in the pool—are computed for each bid.
The number of activity points is not permitted to increase as the price point descends.
Thus, you are allowed to switch quantities across the four securities in a pool, but your
total activity points for the pool cannot increase as the auction progresses.
The same activity rule applies to the sealed-bid auction, but then in a single round of

bidding.
In each session, you will participate in four different auctions:

. sealed-bid auction, with more precise reference prices
. clock auction, with more precise reference prices
. sealed-bid auction, with less precise reference prices
. clock auction, with less precise reference prices.

On Tuesday and Thursday, the order of auctions will be as above. On Wednesday and
Friday, the auctions with less precise reference prices will be done first.
In each session, one of your two auctions with more precise reference prices and

one of your two auctions with less precise reference prices will be selected at random.
Your take-home payment from the session will be based on the number of experimental
dollars that you earn in these two auctions only.

Securities

In each auction, the Treasury has a demand for each pool of securities: high quality and
low quality. The bidders have bidder-specific private information about security values
and liquidity needs.
In each session, two sets of bidder-specific private information are drawn indepen-

dently from the same probability distributions. The first set is used in the auctions with
more precise reference prices (auctions  and ); the second set is used in the auctions
with less precise reference prices (auctions  and ). You are given no feedback following
each sealed-bid auction; thus, your behavior in the subsequent clock auction cannot be
influenced by the outcome in the prior sealed-bid auction.
The bidders differ in their security holdings as shown in Table C..
Thus, there are four holders of each security: one large (), one medium (),

and two small (. each). Each bidder holds , (k of face value) of high-quality
securities and , (k of face value) of low-quality securities.
The four high-quality securities are pooled together and sold as a pool; the four

low-quality securities are pooled together and sold as a second pool. Whether done
as a sealed-bid auction or done as a clock auction, the two pools are auctioned simul-
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Table 20C.1. Holdings of securities by bidder and security in $thousands of face
value

High-Quality Securities Low-Quality Securities

H1 H2 H3 H4 L1 L2 L3 L4 Total

1 20,000 5,000 5,000 10,000 40,000
2 20,000 10,000 5,000 5,000 40,000
3 20,000 5,000 10,000 5,000 40,000
4 20,000 5,000 5,000 10,000 40,000

Bidder 5 5,000 5,000 10,000 20,000 40,000
6 10,000 5,000 5,000 20,000 40,000
7 5,000 10,000 5,000 20,000 40,000
8 5,000 5,000 10,000 20,000 40,000

Total 40,000 40,000 40,000 40,000 40,000 40,000 40,000 40,000
Expected price 75 75 75 75 25 25 25 25
Expected value 30,000 30,000 30,000 30,000 10,000 10,000 10,000 10,000

Total value 120,000 40,000

taneously. The Treasury has a budget of ,k for high-quality securities and a
budget of ,k for low-quality securities. Thus, given the expected prices of 
cents on the dollar for high-quality and  cents on the dollar for low-quality (see
later), the Treasury can be expected to buy a quantity of about , (k of face
value), or  of face value, of each security pool. Between pools, there is no explicit
interaction. However, the bidder’s liquidity needs are based on sales from both pools
together.
You are one of the eight bidders. You will have the same bidder number in auctions

with more precise reference prices (auctions  and ); you will have the same bidder
number in auctions with less precise reference prices (auctions  and ).Therefore, your
holdings of securities and your signals will be the same in auctions  and , and they
will also be the same in auctions  and . However, you will have different holdings of
securities and signals in auctions  and , as compared with auctions  and .

Your preferences

From each auction, your payoff depends on your profits and how well your liquidity
needs are met.

Common-value auction
The value of each high-quality security s ∈ {H,H,H,H} in cents on the dollar is the
average of n iid random variables uniformly distributed between  and :
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vs = 
n

n∑

j=
ujs, where ujs ∼iid U[, ].

The value of each low-quality security s ∈ {L,L,L,L} in cents on the dollar is the
average of n iid random variables uniformly distributed between  and :

vs = 
n

n∑

j=
ujs, where ujs ∼iid U[, ].

For auctions with more precise reference prices, n = ; for auctions with less precise
reference prices n = . The reference price rs for security s is given by:

rs = 
n−

n∑

j=
ujs.

Thus, the reference price is based on eight realizations in themore precise case (half of all
realizations) and on four realizations in the less precise case (a third of all realizations).
Reference prices are made public before each auction starts.
For each , of security holdings, bidder i receives as private information one of the

realizations ujs. Thus, bidder , who holds , of security , gets four realizations. In
this way, those with larger holdings have more precise information about the security’s
value. Observe that this specification requires the holders of each given security to
receive collectively a total of eight realizations. Since there are eight realizations available
(besides the ones that form the reference price), each of the realizations ujs (i = ,. . . , )
can be observed by exactly one bidder.
Suppose that the auction clearing price point is pH for the high-quality pool and pL

for the low-quality pool, where the price point in the auction is stated as a fraction
of the reference price. Then ps = pHrs for s ∈ {H,H,H,H} and ps = pLrs for s ∈
{L,L,L,L}.
If a bidder sells the quantity qs (in thousands of face value) of the security s at the

price ps, then profit (in thousands) is:

πi(p, qi, v) = 


∑

s
(ps − vs)qis.

The / factor in the formula above and other formulas involving price is to convert
cents into dollars.

Liquidity
Each bidder has a liquidity need, Li in thousands, which is drawn iid from the uniform
distribution on the interval [, ]. Each bidder knows his own liquidity need, but
not that of the other bidders. The bidder receives a bonus of  for every dollar of sales
to the Treasury up to his liquidity need:

min
[

Li, 


∑

s
psqis

]

.
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Payoff of bidder from an auction
Combining the profit and the liquidity penalty results in the bidder’s total payoff:

Ui(p, qi, v) =
⎧
⎨

⎩




∑

s
(ps − vs)qis if 


∑

s
psqis < Li

Li + 


∑

s
(ps − vs)qis otherwise

Thus, an additional dollar of cash is worth two dollars when the bidder’s liquidity need
is not satisfied, but is worth one dollar when the liquidity need is satisfied.

Bidder tool and auction system

You have an Excel workbook that contains your private information for each auction.
The tool has features that will help your decision making in each of the auctions. Each
auction has its own sheet in the tool. It is essential that you are working from the correct
sheet for each auction. For example, the sealed-bid auction with more precise reference
prices is the sheet named Sealed Bid More.
Bidding is done via a commercial auction system customized to this setting. You use

the web browser to connect to the auction system. For each auction, you must go to a
new auction site.TheURL for the auction site is given in the bidder tool on the particular
auction sheet. Once at the correct auction site, log in with the user name and password
given on your auction sheet.
The auction system is easy to use. Youwill have an opportunity to use it in the training

seminar.
An important feature of the tool is the calculation of expected security values condi-

tional on information you specify. In a common-value auction, it is important for you
to condition your estimate of value on your signal and the information winning conveys.
Since your bid is relevant only in the event that you win, you should set your bid to
maximize your payoff in that event. In this way, you avoid the winner’s curse, which in
this case is the tendency of a naïve bidder to lose money by selling shares at prices below
what they are worth. In addition, in the clock auctions, the bidder also must condition
on any information revealed through the bidding process.
The bidding tool provides one flexible method of calculating an appropriate con-

ditional expected value for each security. In particular, the tool is set up to calcu-
late the conditional expected values for each security, given the information that you
know—the reference price and your own signals—and your best guesses for the rel-
evant other signals. Making appropriate guesses for the other signals is an important
element of your strategy. Once these guesses are made, the tool will calculate the
common value of the security based on your entries. In the clock auction, you can
adjust your estimates of other signals as you learn from the quantity drops of the other
bidders.
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The tool also lets you keep track of your liquidity bonus based on estimates that you
enter for expected prices and expected quantities sold of each security.
Further details of the tool will be explained in the training seminar.

Bidding strategy

The auction environment has five complicating features:

• Common-value auction. You have an imperfect estimate of each security’s common
value.

• Divisible-good auction. Your bid is a supply curve, specifying the quantity you wish
to sell at various price points.

• Demand for pool of securities. The Treasury does not have a demand for individual
securities, but for pools of securities (high- and low-quality pools).

• Asymmetric holdings. Bidders have different holdings of securities.
• Liquidity need. You have a specific liquidity need that is met through selling shares
from your portfolio of eight securities.

The combination of these factors makes a complete equilibrium analysis difficult or
impossible, even when we make strong simplifying assumptions. For this reason we
will refrain from providing any sort of benchmark strategy.

Your challenge is to determine your own strategy to maximize your payoff that reflects
all aspects of the auction environment. The best response in this auction, as in any auction,
is a best response to what the other bidders are actually doing.
It will be helpful to have an appreciation for the probability density of the common

value in various circumstances.
Figure C. displays the pdf of the common value for low-quality securities in the

more precise case by the size of the bidder’s holdings, assuming that all the known
signals take on the mean value of .Thus, when the bidder holds , of the security
there are four unknown signals and the standard deviation is .; when the bidder holds
, there are six unknown signals and the standard deviation is .; when the bidder
holds , there are seven unknown signals and the standard deviation is ..
Figure C. displays the pdf of the common value for low-quality securities in the

less precise case by the size of the bidder’s holdings, assuming that all the known signals
take on the mean value of . Thus, when the bidder holds , of the security
there are four unknown signals and the standard deviation is .; when the bidder
holds , there are six unknown signals and the standard deviation is .; when
the bidder holds , there are seven unknown signals and the standard deviation
is ..
If you have any questions during the experiment, please raise your hand and an

assistant will help you.
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figure C.. Probability density of common value in themore precise case, by size of holdings
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figure C.. Probability density of common value in the less precise case, by size of holdings
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Remember your overall goal is to maximize your experimental payoff in each auction.
You should think carefully about what strategy is best apt to achieve this goal.
Many thanks for your participation.

Appendix D. A common-value auction:
bidder instructions for Experiment .

....................................................................................................................................................................

In this experiment, you are a bidder in a series of auctions conducted over two sessions.
Each session is held on a different day and consists of four different auctions. Bidders are
randomly assigned to each auction. Thus, you do not know who the other bidders are
in any of your auctions. You will be bidding from your private cubical, which includes a
computer and a bidder tool that is unique to you. We ask that you refrain from talking
during the experiment. If you need assistance at any time, just raise your hand and one
of the experimental staff will assist you.
You will be paid at the end of the experiment. In each session, your earnings will

be based on your payoff from two randomly selected auctions (out of four total
auctions). Your take-home payment is then proportional to your total experimental
earnings from sessions  and . In particular, you will receive . in take-home pay
for every one-million experimental dollars that you earn. Throughout the remainder
of the document, dollar figures refer to your experimental payoff unless explicitly
stated otherwise—and the “millions” are generally suppressed. When explicitly stated,
your real dollar payment will be referred to as your take-home payment. We anticipate
that each of you will earn a take-home payment of about  per experimental
session on average. However, your actual take-home payment will depend on your
bidding strategy, the bidding strategies of the other bidders you face, and the particular
realizations of numerous random events.
In each auction, you will compete with other bidders to sell your holdings of eight

securities to the Treasury. The eight different securities have different values. However,
for each security, the bidders have a common value, which is unknown. Each bidder
has an estimate of the common value. You profit by selling securities to the Treasury
at prices above the securities’ true values. Unlike in previous experiments, you do not
value liquidity. Thus your payoffs are based solely on profits from your sale of securities
to the Treasury.
Two formats are used:

• Simultaneous uniform-price sealed-bid auction (“sealed-bid auction”). Bidders
simultaneously submit supply curves for each of the eight securities. Supply curves
are non-decreasing (i.e. upward-sloping) step functions.The auctioneer then forms
the aggregate supply curve and crosses it with the Treasury’s demand.The clearing
price is the lowest-rejected offer. All quantity offered below the clearing price is sold
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at the clearing price. Quantity offered at the clearing price is rationed to balance
supply and demand, using the proportionate rationing rule.

• Simultaneous descending clock auction (“clock auction”). The securities are auc-
tioned simultaneously. There is a price “clock” for each security indicating its ten-
tative price per unit of quantity. Bidders express the quantities they wish to supply
at the current prices. The price is decremented for each security that has excess
supply, and bidders again express the quantities they wish to supply at the new
prices. This process repeats until supply is made equal to demand. The tentative
prices and assignments then become final. Details of the design are presented in
Ausubel and Cramton (), which you received earlier.

The proportionate rationing rule plays a role only in the event that multiple bidders
make reductions at the clearing price. The rule then accepts the reductions at the clear-
ing price in proportion to the size of each bidder’s reduction at the clearing price. Thus,
if a reduction of  is needed to clear the market and two bidders made reductions of
 and  at the clearing price, then the reductions are rationed proportionately: the
first is reduced by  and the second is reduced by .The actual reduction of the first
bidder is twice as large as that of the second bidder, since the first bidder’s reduction as
bid is twice as large as the second bidder’s reduction. Ties can generally be avoided by
refraining from bidding price points that are round numbers, instead specifying price
points to odd one-hundredths of a percent (e.g. .).
The clock auction has an activity rule to encourage price discovery. In particular, for

each security, the quantities bid must be an upward-sloping supply curve. The quantity
of a security is not permitted to increase as the price descends.
In each session, you will participate in two pairs of auctions in the following order:

. Four-bidder sealed-bid, first pair. A sealed-bid auction with four bidders.
. Four-bidder clock, first pair. A clock auction with four bidders. The values of

securities and your signals will be identical to those in the sealed-bid above.
. Four-bidder sealed-bid, second pair. A sealed-bid auction with four bidders.
. Four-bidder clock, second pair. A clock auction with four bidders. The values of

securities and your signals will be identical to those in the sealed-bid above.

Each session, one of your first pair of auctions and one of your second pair of auctions
will be selected at random. Your take-home payment from the session will be based on
the number of (million) laboratory dollars that you earn in these two auctions only.

Securities

In each auction, eight securities are purchased by the Treasury. The bidders are sym-
metric before the draws of bidder-specific private information about security values.
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In each session, two sets of bidder-specific private information are drawn indepen-
dently from the same probability distributions. The first set is used in the first pair
of auctions (auctions  and ); the second set is used in the second pair of auctions
(auctions  and ). You are given no feedback following the sealed-bid auctions; thus,
your behavior in the clock auctions cannot be influenced by outcomes in the sealed-bid
auctions of a session.
In each auction, the Treasury demand is , shares of each security, where each

share corresponds to  million of face value. Each bidder has holdings of , shares
of each security. Thus, it is possible for a single bidder to fully satisfy the Treasury
demand for a particular security; that is, for each security there may be just a single
winner or there may be multiple winners. One-quarter of the total available shares will
be purchased by the Treasury.

Your preferences

From each auction, your payoff depends on your profits from the sale of securities to
the Treasury.

Common-Value Auction
The value of each security in cents on the dollar is the average of eight iid random
variables uniformly distributed between  and :

νs = 


∑

i = 
uis, where uis ∼iidU [, ] .

Suppose you are bidder i.
Your private information about security s is the realization uis. Notice that the com-

mon value is the average of eight uniform draws, so that only the first four draws are
revealed (as there are only four bidders in the auction).
If you sell the quantity qs of the security s at the price ps, then your profit (in million

) is:

πi( p, qi, v) = 


∑

s=
(ps − vs)qis.

Bidder tool and auction system

You have an Excel workbook that contains your private information for each auction.
The tool has features that will help your decision making in each of the auctions. Each
auction has its own sheet in the tool. It is essential that you are working from the correct
sheet for each auction. For example the sealed-bid, first-pair auction is the sheet named
Sealed Bid First Pair.
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For each of the auctions, bidding is done via a commercial auction system customized
to this setting. You use the web browser to connect to the auction system. For each
auction, you must go to a new auction site. The URL for the auction site is given in
the bidder tool on the particular auction sheet, Sealed-Bid First Pair, Clock First Pair,
Sealed-Bid Second Pair, or Clock Second Pair. Once at the correct auction site, log in
with the user name and password given on your auction sheet.
The auction system is easy to use. It is identical to the system you used for bidding in

all previous experiments.
An important feature of the tool is the calculation of expected security values con-

ditional on information you specify. In a common-value auction, it is important for
you to condition your estimate of value on your signal and the information winning
conveys. Since your bid is only relevant in the event that you win, you should set your
bid to maximize your payoff in that event. In this way, you avoid the winner’s curse,
which in this case is the tendency of a naïve bidder to lose money by selling shares at
prices belowwhat they areworth. In addition, in the clock auctions, the bidder alsomust
condition on any information revealed through the bidding process. The tool provides
one flexible method of calculating an appropriate conditional expected value for each
security.

Bidding strategy

The auction environment has two complicating features:

• Common-value auction. You have an imperfect estimate of the good’s common
value.

• Divisible-good auction. Your bid is a supply curve, specifying the quantity you wish
to sell at various prices.

The combination of these factors makes a complete equilibrium analysis difficult.
Nonetheless, equilibrium analysis is possible in a simplified environment. To aid your
thinking about strategy, we discuss a particular strategy which abstracts from the com-
plications of a divisible-good auction. In particular, we assume that each bidder submits
a flat supply schedule; that is, the bidder offers to sell all of her holdings of a particular
security at a specified price.
With these assumptions it is possible to calculate an equilibrium strategy, which we

call the benchmark strategy.The analysis of this strategy will be helpful in thinking about
the common-value feature of the auction environment.

We wish to emphasize that the benchmark strategy focuses on only one element of the
auction. Your challenge is to determine your own strategy to maximize your payoff that
reflects all aspects of the auction environment.
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Common-value distribution
As mentioned earlier, the value of each security in cents on the dollar is the average of
eight iid random variables uniformly distributed between  and :

vs = 


∑

i=
uis, where uis ∼iidU[, ].

The pdf and cdf of the common value are shown in Figure D.. The common value
has a mean of  and a standard deviation of .. Notice that the common value is
approximately normally distributed, since it is the sum of many independent draws.

Sealed-bid uniform-price reverse auction
Under our strong simplifying assumptions, the auction is equivalent to a unit-supply
common-value auction with uniform pricing. In this case, just as in a single-item
second-price auction, your bid does not determine what you pay, only the likelihood
of winning, thus the best strategy is to bid your true conditional expected value for
the good. The trick, however, is to condition on your signal and the information that
winning conveys.
In the four-bidder auction, under the benchmark assumptions, there is only a single

winner, so the correct condition is as derived in Milgrom and Weber (). Your bid

0 50 100
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

PD
F

Common Value
0 50 100

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Common Value

CD
F

You are bidder i. Your private information about security s is the realization uis.

figure D.. Probability density and cumulative distribution of common value.
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is your expected value conditional on your signal being the lowest, and on the second-
lowest signal being equal to yours:

bis = E [vs|u = uis, u = u] ,

whereu is the lowest signal andu is the second-lowest signal.The reason you condition
on the second-lowest signal being as low as yours is that the bid must be optimal when
it is on the margin and thus impacts whether you win. Your bid becomes marginal and
hence decisive only in the event that you tie with the second lowest.
Since the signals are uniformly distributed, it is easy to calculate the above conditional

values. In both case, the conditional value is a linear function of your signal.
In the four-bidder auction, there is a single winner. The conditioning is that you

win, the next lowest bidder has your value, and the remaining two bidders are evenly
distributed above your value:

four-bidder sealed-bid strategy:

bis = 


(

uis + 
(

uis + 


)

+  · 
)

= 
uis + 

 .

Descending clock auction
In the clock auction, under the benchmark assumption, you will observe the price
at which other bidders drop out. This provides additional information on which to
condition your bid. Here we assume that the price clock is continuous. In the actual
experiment, the price clock is discrete, and although bidders can make reductions at
any price, you will learn the aggregate supply only at the end-of-round price. You may
want to assume the quantity reduction occurred halfway between the prior price and
the ending price.
When the clock starts, you calculate your dropout point in the same way as above. As

the price clock falls, one of the other bidders may drop out. When the first bidder drops
out, you can calculate this bidder’s draw from the following equation.

us =
Pdropout − intercept

slope

where the slope and intercept are taken from the formulas above. With this new infor-
mation onwhich to condition your bid, the revised optimal bid for the four-bidder clock
auction is straightforward to calculate.

Four-bidder clock strategy

No one has dropped out: bis = 


(

uis + 
(

uis + 


)

+  · 
)

.

One bidder has dropped out: bis = 


(

uis + u + 
(

uis + u



)

+  · 
)

.

Two bidders have dropped out: bis = 

(uis + u + u +  · ).
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Note that the above formulas are all linear in the dropout price, so it is easy to invert to
compute the bidder’s signal.

Moving beyond the benchmark strategy
The bidding tool is set up to calculate the conditional expected values assuming the
benchmark strategy. Of course, you (and others) may well deviate from the benchmark
strategy.
The bidding tool allows for this variation in a number of ways. First, in the sealed-

bid auctions your bid can be any upward-sloping step function to account for possible
supply reduction by you or others. Second, in the clock auctions, the tool lets you
interpret what a dropout is and where it occurs. This is useful and necessary when
bidders make partial reductions of supply. In addition, although the tool will calculate a
particular signal based on a dropout, you are free to type in any signal inference you like.
Whatever you type as “my best guess” will be used in the calculation of the conditional
expected value.
If you have any questions during the experiment, please raise your hand and an

assistant will help you.
Remember your overall goal is to maximize your experimental payoff in each auction.

You should think carefully about what strategy is best apt to achieve this goal.
Many thanks for your participation.

Appendix E.A common-value reference-price
auction: bidder instructions for

Experiment .
....................................................................................................................................................................

In this experiment, you are a bidder in a series of auctions conducted over two sessions.

AQ. There is a
lot of repetition
between the
appendices.
Would it be
worth trying to
eliminate some,
giving
Appendix B in
full and
keeping only
the
differing/more
pertinent parts
of the others?
Perhaps the
space saving
would be rather
modest though.
Depends I
suppose on
how important
this
information is
to readers.

Each session is held on a different day and consists of four different auctions. Bidders are
randomly assigned to each auction. Thus, you do not know who the other bidders are
in any of your auctions. You will be bidding from your private cubical, which includes a
computer and a bidder tool that is unique to you. We ask that you refrain from talking
during the experiment. If you need assistance at any time, just raise your hand and one
of the experimental staff will assist you.
You will be paid at the end of the experiment. In each session, your earnings will

be based on your payoff from two randomly selected auctions (out of four total auc-
tions). Your take-home payment is then proportional to your total experimental earn-
ings from sessions  and . In particular, you will receive . in take-home pay for
every one thousand experimental dollars (k) that you earn. Throughout, dollar figures
refer to your experimental payoff unless explicitly stated otherwise—and the “thou-
sands” are generally suppressed. When explicitly stated, your real dollar payment will
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be referred to as your take-home payment. We anticipate that each of you will earn a
take-home payment of about  per experimental session on average. However, your
actual take-home payment will depend on your bidding strategy, the bidding strategies
of the other bidders you face, and the particular realizations of numerous random
events.
In each auction, you will compete with other bidders to sell your holdings of eight

securities to the Treasury. The eight securities are split into two pools: four securities
are low quality and four are high quality. The eight different securities have different
values.However, for each security, the bidders have a common value, which is unknown.
Each bidder has an estimate of the common value. You profit by selling securities to
the Treasury at prices above the securities’ true values. The Treasury has allocated a
particular budget for the purchase of each pool of securities within each auction. Its
demand for high-quality securities is distinct from its demand for low-quality securities.
Before each auction, the auctioneer assigns each security a reference price (expressed

in cents on the dollar of face value), which represents the Treasury’s best estimate of
what each security is worth. For example, a high-quality security might be assessed to
be worth  cents on the dollar, while a low-quality security might be assessed to be
worth  cents on the dollar. A reference-price auction determines the price point—a
percentage of the reference price—for each pool of securities. A winning bidder is paid
the pool’s price point × the security’s reference price for each unit of the security sold.
Two formats are used:

• Simultaneous uniform-price sealed-bid auction (“sealed-bid auction”). Bidders
simultaneously submit supply curves for each of the eight securities. Supply curves
are non-decreasing (i.e. upward-sloping) step functions, offering a quantity at each
price point. The auctioneer then forms the aggregate supply curve and crosses it
with the Treasury’s demand.This is done separately for each pool (i.e. for high- and
low-quality securities, separately). The clearing price point is the lowest rejected
offer. All quantity offered at below the clearing price is sold at the clearing price
times the security’s reference price. Quantity offered at exactly the clearing price is
rationed to balance supply and demand, using the proportionate rationing rule.

• Simultaneous descending clock auction (“clock auction”). The securities are auc-
tioned simultaneously.There are two descending clocks, one for high-quality secu-
rities and one for low-quality securities, indicating the tentative price point of each
pool. Bidders express the quantities they wish to supply at the current price points.
The price point is decremented for each pool of securities that has excess supply,
and bidders again express the quantities theywish to supply at the new price points.
This process repeats until supply is made equal to demand. The tentative price
points and assignments then become final. Details of the design are presented in
Ausubel and Cramton (), which you received earlier. AQ. a or b?

The proportionate rationing rule plays a role only in the event that multiple bidders
make reductions at the clearing price. The rule then accepts the reductions at the



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF – FIRST PROOF, //, SPi

 lawrence m. ausubel et al.

clearing price in proportion to the size of each bidder’s reduction at the clearing price.
Thus, if a reduction of  is needed to clear the market and two bidders made reduc-
tions of  and  at the clearing price, then the reductions are rationed proportion-
ately: the first is reduced by  and the second is reduced by .The actual reduction
of the first bidder is twice as large as that of the second bidder, since the first bidder’s
reduction as bid is twice as large as the second bidder’s reduction. Ties can generally
be avoided by refraining from bidding price points that are round numbers, instead
specifying price points to odd one-hundredths of a percent (e.g. .).
The clock auction has an activity rule to encourage price discovery. In particular,

for each security pool, the quantities bid must be an upward-sloping supply curves
as expressed in activity points. More precisely, activity points—equal to the reference
price × quantity, summed over the four securities in the pool—are computed for
each bid. The number of activity points is not permitted to increase as the price
point descends. Thus, you are allowed to switch quantities across the four securities
in a pool, but your total activity points for the pool cannot increase as the auction
progresses.
The same activity rule applies to the sealed-bid auction, but then in a single round of

bidding.
In each session, you will participate in two pairs of auctions in the following order:

. sealed-bid auction, first pair
. clock auction, first pair
. sealed-bid auction, second pair
. clock auction, second pair.

In all cases, the reference prices will be based on four signals.That is, the reference prices
will be analogous to those used in the less precise auctions from Experiment .
Each session, one of your first pair of auctions and one of your second pair of auctions

will be selected at random. Your take-home payment from the session will be based on
the number of (million) laboratory dollars that you earn in these two auctions only.

Securities

In each auction, the Treasury has a demand for each pool of securities: high quality and
low quality. The bidders have bidder-specific private information about security values.
In each session, two sets of bidder-specific private information are drawn indepen-

dently from the same probability distributions. The first set is used in the first pair
of auctions (auctions  and ); the second set is used in the second pair of auctions
(auctions  and ). You are given no feedback following each sealed-bid auction; thus,
your behavior in the subsequent clock auction cannot be influenced by the outcome in
the prior sealed-bid auction.
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Table 20E.1. Holdings of securities by bidder and security in $thousands of face
value

High-Quality Securities Low-Quality Securities

H1 H2 H3 H4 L1 L2 L3 L4 Total

1 20,000 5,000 5,000 10,000 40,000
2 20,000 10,000 5,000 5,000 40,000
3 20,000 5,000 10,000 5,000 40,000
4 20,000 5,000 5,000 10,000 40,000

Bidder 5 5,000 5,000 10,000 20,000 40,000
6 10,000 5,000 5,000 20,000 40,000
7 5,000 10,000 5,000 20,000 40,000
8 5,000 5,000 10,000 20,000 40,000

Total 40,000 40,000 40,000 40,000 40,000 40,000 40,000 40,000
Expected price 75 75 75 75 25 25 25 25
Expected value 30,000 30,000 30,000 30,000 10,000 10,000 10,000 10,000
Total value 120,000 40,000

The bidders differ in their security holdings as shown in Table E..
Thus, there are four holders of each security: one large (), one medium (),

and two small (. each). Each bidder holds , (k of face value) of high-quality
securities and , (k of face value) of low-quality securities.
The four high-quality securities are pooled together and sold as a pool; the four low-

quality securities are pooled together and sold as a second pool. Whether done as a
sealed-bid auction or done as a clock auction, the two pools are auctioned simultane-
ously.The Treasury has a budget of ,k for high-quality securities and a budget of
,k for low-quality securities. Thus, given the expected prices of  cents on the
dollar for high-quality and  cents on the dollar for low-quality (see later), the Treasury
can be expected to buy a quantity of about , (k of face value), or  of face value,
of each security pool. Between pools, there is no explicit interaction.
You are one of the eight bidders. Youwill have the same bidder number in the first pair

of auctions (auctions  and ); you will have the same bidder number in the second pair
of auctions (auctions  and ). Therefore, your holdings of securities and your signals
will be the same in auctions  and , and they will also be the same in auctions  and .
However, you will have different holdings of securities and signals in auctions  and ,
as compared with auctions  and .

Your preferences

From each auction, your payoff depends on your profits.
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Common-value auction
The value of each high-quality security s ∈ {H,H,H,H} in cents on the dollar is the
average of twelve iid random variables uniformly distributed between  and :

vs = 


∑

j=
ujs, where ujs∼iidU[, ].

The value of each low-quality security s ∈ {L,L,L,L} in cents on the dollar is the
average of twelve iid random variables uniformly distributed between  and :

vs = 


∑

j=
ujs, where ujs∼iidU[, ].

The reference price rs for security s is given by:

rs = 


∑

j=
ujs.

Thus, the reference price is based on four realizations (one-third of all realizations).
Reference prices are made public before each auction starts.
For each , of security holdings, bidder i receives as private information one of the

realizations ujs. Thus, bidder , who holds , of security , gets four realizations. In
this way, those with larger holdings have more precise information about the security’s
value. Observe that this specification requires the holders of each given security to
receive collectively a total of eight realizations. Since there are eight realizations available
(besides the ones that form the reference price), each of the realizations ujs (i = ,. . . , )
can be observed by exactly one bidder.
Suppose that the auction clearing price point is pH for the high-quality pool and pL

for the low-quality pool, where the price point in the auction is stated as a fraction
of the reference price. Then ps = pHrs for s ∈ {H,H,H,H} and ps = pLrs for s ∈
{L,L,L,L}.
If a bidder sells the quantity qs (in thousands of face value) of the security s at the

price ps, then profit (in thousands) is:

πi(p, qi, v) = 


∑

s
(ps − vs)qis.

The / factor in the formula above and other formulas involving price is to convert
cents into dollars.

Bidder tool and auction system

You have an Excel workbook that contains your private information for each auction.
The tool has features that will help your decision making in each of the auctions. Each
auction has its own sheet in the tool. It is essential that you are working from the correct
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sheet for each auction. For example, the sealed-bid auction from the first pair is the sheet
named Sealed Bid First Pair.
Bidding is done via a commercial auction system customized to this setting. You use

the web browser to connect to the auction system. For each auction, you must go to a
new auction site.TheURL for the auction site is given in the bidder tool on the particular
auction sheet. Once at the correct auction site, log in with the user name and password
given on your auction sheet.
The auction system is easy to use. It is identical to the system you used for bidding in

all previous experiments.
An important feature of the tool is the calculation of expected security values condi-

tional on information you specify. In a common-value auction, it is important for you
to condition your estimate of value on your signal and the information winning conveys.
Since your bid is relevant only in the event that you win, you should set your bid to
maximize your payoff in that event. In this way, you avoid the winner’s curse, which in
this case is the tendency of a naïve bidder to lose money by selling shares at prices below
what they are worth. In addition, in the clock auctions, the bidder also must condition
on any information revealed through the bidding process.
The bidding tool provides one flexible method of calculating an appropriate condi-

tional expected value for each security. In particular, the tool is set up to calculate the
conditional expected values for each security, given the information that you know—
the reference price and your own signals—and your best guesses for the relevant other
signals. Making appropriate guesses for the other signals is an important element of
your strategy. Once these guesses are made, the tool will calculate the common value of
the security based on your entries. In the clock auction, you can adjust your estimates
of other signals as you learn from the quantity drops of the other bidders.

Bidding strategy

The auction environment has four complicating features:

• Common-value auction. You have an imperfect estimate of each security’s common
value.

• Divisible-good auction. Your bid is a supply curve, specifying the quantity you wish
to sell at various price points.

• Demand for pool of securities. The Treasury does not have a demand for individual
securities, but for pools of securities (high- and low-quality pools).

• Asymmetric holdings. Bidders have different holdings of securities.

The combination of these factors makes a complete equilibrium analysis difficult or
impossible, even when we make strong simplifying assumptions. For this reason we
will refrain from providing any sort of benchmark strategy.
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figure E.. Probability density of common value by size of holdings

Your challenge is to determine your own strategy to maximize your payoff that reflects
all aspects of the auction environment. The best response in this auction, as in any auction
is a best response to what the other bidders are actually doing.
It will be helpful to have an appreciation for the probability density of the common

value in various circumstances.
Figure E. displays the pdf of the common value for low-quality securities by the

size of the bidder’s holdings, assuming that all the known signals take on themean value
of .Thus, when the bidder holds , of the security there are four unknown signals
and the standard deviation is .; when the bidder holds , there are six unknown
signals and the standard deviation is .; when the bidder holds , there are seven
unknown signals and the standard deviation is ..
If you have any questions during the experiment, please raise your hand and an

assistant will help you.
Remember your overall goal is to maximize your experimental payoff in each auction.

You should think carefully about what strategy is best apt to achieve this goal.
Many thanks for your participation.
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chapter 21
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information
disclosure in

auctions
An Experiment

...........................................................................................................

martin dufwenberg and uri gneezy 

Introduction
....................................................................................................................................................................

Details of market organization may influence economic performance. In many cases
these details are matters of choice for government procurement practices and gov-
ernment auctions (e.g. offshore oil leases, timber and grazing rights, or the broadcast
spectrum). Similarly, in the private sector the rise of electronic markets and auction
sites has focused attention on the specifics of market organization. In this chapter we
report experimental evidence concerning how one particular detail affects competition
in first-price auctions: the availability of information about historic bids submitted in
previous auctions. We consider three possible forms of information disclosure where,
in turn, all bids, all winning bids, or no bids at all are announced by the auctioneer at
the completion of an auction.

The core feature of the design is the following game. Each of two players simultane-
ously chooses a bid, which is an integer between  and . The player who chooses
the lowest bid gets a dollar amount times the number (s)he bids and the other player

 This article is reprinted from Journal of Economic Behavior and Organization () : –,
with permission from Elsevier, but with one new added paragraph in the Introduction, where we
discuss closely related work by Isaac and Walker () (which was written before our paper) and by
Ockenfels and Selten () (which was inspired by our paper and Isaac and Walker’s). We thank Gary
Charness, Eric van Damme, David Grether, and Reinhard Selten for very helpful comments, and the
Swedish Competition Authority for financial support. We started this research while we were both at
the CentER for Economic Research at Tilburg University, and completed it during a visit of Uri Gneezy
to Stockholm University.
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gets  (ties are split). This game may be interpreted as a first-price auction where the
(common) value of the auctioned object is known. With this interpretation, a strategy
measures the difference between the value of the object and the payment offered for
it. For example, the bids could be profit levels or prices requested by two competing
firms to perform some task desired by a government agency. This game has a unique
Nash equilibrium in which each player submits a bid of  and gets a payoff of only 
(times a dollar amount).This equilibrium is strict and it can be given a strong decision-
theoretic justification, since a bid of  is the unique rationalizable strategy (Bernheim,
; Pearce, ) of the game.

Wewish to investigatewhether this sharp prediction stands up in a laboratory test.We
are primarily interested in the behavior of experienced participants, since in many first-
price auctions the participants are experienced. Hence, wemust let participants play the
game several times.Themost commonmethod for inducing experience in experimental
economics is to let a fixed group of participants interact over and over again. However,
a drawback with this approach is that a confounding effect is introduced: Since the same
participants interact repeatedly, opportunities for cooperation of the kind studied in the
theory of repeated games may be created. See Pearce () for a general overview. We
wish to test the model described in the previous paragraph as it stands, and yet to allow
for experience while avoiding repeated-game effects. To achieve this we use a random
matching scheme such that participants play the game ten times, matched randomly
with one out of eleven counterparts in each round. In the terminology of Jackson and
Kalai (), our design approximates interaction in recurring games, as opposed to
repeated ones.

The issue of information disclosure crops up when an auction is run many times.
Since each bidder participates in more than one auction, a history of bids will exist.This
historymay ormay not be public information.Weuse three treatments to investigate the
importance of this issue. In the first treatment—full information—we publicly announce
the entire vector of submitted bids at the end of each period. In the second treatment—
semi-information—we announce only the winning bids, and in the third treatment—no
information—we announce at the end of each period only which participant won. It
is crucial to note that the theoretical prediction, described above, is invariant to the
information condition.

Our study is closely related to work by Isaac and Walker () and by Ockenfels
and Selten (), who explore treatments similar to ours in various first-price auction
games. All studies find that competition is most fierce when information about losing

 Two comments about this game and its solution: () In a finite two-player game, a strategy is
rationalizable if it survives iterated elimination of strictly dominated strategies. If for each player a
unique strategy does so, the corresponding profile must be the game’s unique Nash equilibrium, which
furthermore is strict. In our game, a bid of  is strictly dominated by a mixed strategy giving almost
all weight to , and very low but positive weight to . Repeated analogous arguments reveal that  is the
unique strategy surviving iterated elimination of strictly dominated strategies, and the desired
conclusions follow. () We do not include (the per se reasonable) choices  and  in the strategy sets
since this would eliminate the uniqueness of the theoretical prediction while (in terms of economic
intuition) little would change (all equilibria entail small profits).
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bids is not given. This prompts Ockenfels and Selten to talk about “a robust behavioral
effect” (p. ) (which they go on to explain using learning direction theory).

In this chapter we emphasize the first-price auction interpretations, but the game we
studymay also be thought of in terms of price competition, and our designmay be com-
pared to some price-competition experiments. Our study overlaps with Dufwenberg
and Gneezy () on the full-information treatment, and the results should be viewed
as complementary. Both studies deal with the same game and use the random-matching
set-up, but the investigation proceeds along different dimensions, as Dufwenberg and
Gneezy (given full information) consider the case of more than two competitors. It is
shown that bids come close to the Nash equilibriumwhen the number of competitors is
three or four, but that bids remainmuch higherwhen only two competitors arematched.
See Baye and Morgan () for an analysis of how these results may be accounted for
theoretically. Our old results onmarket concentration and our new results on the role of
information feedback may be combined to yield insights about optimal auction design.

The random-matching set-up used here and in Dufwenberg and Gneezy distin-
guishes these studies crucially from most other experimental studies of price competi-
tion, because the usual approach is to consider repeated interaction among a fixed group
of competitors. In such a setting, informational issues of various kinds (for example,
information about cost structures or signals of future prices) have been investigated, but
not the effect of information about historic strategic choices. The classic contribution
is Fouraker and Siegel (); other relevant references include Dolbear et al. (),
Selten and Berg (), Hoggatt et al. (), Friedman and Hoggatt (), Grether
and Plott (), Holt and Davis (), Cason (, ), Cason and Davis (),
Mason and Phillips (), and Gneezy and Nagel (). For overviews of some of the
literature mentioned here, see Plott (, ) and Holt (). Three other studies
of somewhat related games, which, however, are not conceptualized as price compe-
tition games, are Nagel () (the guessing game), Capra et al. () (the travelers’
dilemma), and Rapoport and Amaldoss () (an investment game framed in terms
of research and development). The two last studies involve random matching.

In the next section we describe the experimental procedure. The following section
reports the results. The fourth section contains a discussion, where we describe a
signaling phenomenon that may be important for explaining the results, and make a
recommendation concerning optimal auction design.

Experimental procedure
....................................................................................................................................................................

The experiment was conducted at Tilburg University. Students were recruited using an
advertisement in the university newspaper as well as posters on campus. The experi-
ment consisted of three treatments with two sessions per treatment. There were twelve
bidders in each of the six sessions. In each period, six pairs of participants were formed
according to a random-matching scheme. Each session had ten periods, or rounds.
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In treatment F (full information feedback), participants were informed at the end
of each period about the entire bid vector (that is, about all twelve bids). In treatment S
(semi-full information feedback), only the vector of winning bids was communicated to
the participants. In treatment N (no information feedback), participants were informed
only about their personal payoff at the end of the period.

In each session, students received a standard-type introduction and were told that
they would be paid . Dutch guilders (f .) for showing up. Then, they took an
envelope at random from a box which contained thirteen envelopes. Twelve of the
envelopes contained numbers (A, . . . , A). These numbers were called “registration
numbers.” One envelope was labeled “Monitor,” and determined who was the person
who assisted us and checked that we did not cheat. We asked the participants not to
show their registration number to the other students.

Each participant then received the instructions for the experiment (see the
Appendix), and ten coupons numbered , , . . . , . After reading the instructions and
asking questions (privately), each participant was asked to fill out the first coupon with
her registration number and bid for period . The bids had to be between  to 
“points,” inclusive, with  points being worth f . Participants were asked to fold the
coupon, and put it in a box carried by the assistant. The assistant randomly took two
coupons out of the box and gave them to the experimenter. In treatment F (sessions
F and F), the experimenter announced the registration number on each of the two
coupons and the respective bids. If one bid was larger than the other, the experimenter
announced that the low bid won the same amount of points as she bid, and the other
bidder won  points. If the bids were equal the experimenter announced a tie, and said
that each bidder won one-half of the bid. The assistant wrote this on a blackboard such
that all the participants could see it for the rest of the experiment. Then the assistant
took out another two coupons randomly, the experimenter announced their content,
and the assistant wrote it on the blackboard.The same procedure was carried out for all
the twelve coupons. All subsequent periods were conducted the same way; after period
, payoffs were summed, and participants were paid privately.

Treatment S (sessions S and S) was carried out the same way, except that the
experimenter did not announce the losing bids. Treatment N (sessions N and N) was
carried out the sameway, except that the experimenter did not announce bids at all (and
hence communicated only the registration number(s) corresponding to the lowest bid
for each matched pair).

Experimental results
....................................................................................................................................................................

The data from the sessions are presented in Tables .–., in which the average
winning bids and the average bids are also presented. Correspondingly, the average

 At the time of the experiment,  = f ..
 That person was paid the average of all other subjects participating in that session.
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winning bids and the average bids are plotted in Figures ..We start by describing the
behavior in period , at which stage no elements of learning or experience exist. From
observation of the data it is clear that the outcome predicted by theory was not achieved
in this period.

The average bid (winning bid) was . (.) and . () in sessions F and F,
respectively, . (.) and . (.) in sessions S and S, respectively, and .
(.) and . (.) in sessions N and N. We perform a statistical test of whether
the bids in different sessions came from the same distribution. To this end, we consider
each of the (fifteen) possible pairs of sessions, and investigate whether the two relevant
sets of observed bids come from the same distribution. We use the non-parametric
Mann–Whitney U-test based on ranks, and cannot, for any pair, reject (at a  sig-
nificance level) the hypothesis that the observations come from the same distribution
(see Table .). In this sense, in period  the different rules in the different markets did
not influence behavior.

When comparing the development of bids in later periods, however, we see a great
difference between treatments. Figure . illustrates the average winning bids in the
three treatments. In session F, there was a slow decrease of the average winning bid
from . in period  to . in period . From period  to period , a jump in the
average winning bid from . to . is observed. From this point on the averages are
. in period , . in period , andfinally . in period . It is clear that no tendency
of convergence towards bids of  is observed. In fact, the smallest bid in period  was
. In session F, the average winning bid decreased constantly, from . in period
 to . in period . Then, however, the average winning bid started to rise, and in
periods , , and  the average winning bids were ., ., and . respectively. An
interesting observation is that participant number A in this session used a constant
bid of  throughout the experiment. Of course, this bid of  was “strange” given the
fact that the next-lowest bid in period  was . This bid was not enough to move the
other bids to the neighborhood of . Furthermore, the bids in both sessions of treatment
F were much alike in period ; the average bids were . and . in sessions F
and F respectively, and the average winning bids were . and . in the respective
sessions.

In session S there was a decrease in the average winning bid from . in period  to
. in period . Bids decreased steadily, moving from period  to period .The lowest
bid (as well as the median bid) in period  was . A similar behavior was observed in
session S, in which the average winning bid decreased from . in period  to . in
period .The lowest bid in period was also , with nine out of the twelve participants
bidding  or less. When comparing the two sessions of treatment S we see that, as in the
case of treatment F, the bids in both sessions were quite similar in period .

In session N, the decrease in the average winning bid was not monotonic. The
average winning bid fluctuated around its starting value () until the seventh period,

 Unlike the case of first-round behavior, it is not appropriate to use the Mann–Whitney U-test,
because the assumption that all observations are independent is not justified.
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figure .. Average bids and winning bids, (a) session F, (b) session F, (c) session S, (d)
session S, (e) session N, (f) session N.
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figure .. Continued
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Table 21.7. A pairwise comparison of bids in the first period across sessions
using Mann–Whitney U-test based on ranks

Session F2 Session S1 Session S2 Session N1 Session N2

Session F1 0.00 (1.000) 0.29 (0.7728) –0.61 (0.5444) 0.43 (0.6650) –0.89 (0.3708)
Session F2 0.38 (0.7075) –0.26 (0.7950) –0.12 (0.9081) –0.49 (0.6236)
Session S1 –1.10 (0.2727) –0.23 (0.8179) –1.39 (0.1659)
Session S2 0.38 (0.7075) –0.26 (0.7950)
Session N1 –0.69 (0.4884)

The null hypothesis is that all bid vectors come from the same distribution. The numbers in the
cells are the z-statistics. The Prob > |z| is given in parentheses.
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figure .. Average winning bids.

and only then did it start to decline. The average winning bid in the final period was
., and the median bid was  (as compared with a median bid of . in period ).
In session N the decrease in the average winning bid was more steady (though not
monotonic), from . in period  to . in the final period.

Figure . presents the cumulative distributions of the bids chosen in period  for
each treatment, aggregated across the two sessions for each treatment.

To summarize, the market outcomes in period  are similar across treatments,
and behavior is far from the equilibrium prediction. The market outcomes in the
final periods differ dramatically between the full-information treatment and the other
two treatments. Nearly all bids in the full-information sessions are far from equilib-
rium, while all winning bids in the other two treatments are relatively close to the
equilibrium.
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figure .. Cumulative distributions of the bids chosen in period  for each treatment,
aggregated across the two sessions for each treatment.

Discussion
....................................................................................................................................................................

In this chapter we consider the design of auctions by an auctioneer who may seem to
have very little power: The auctioneer can decide only how much feedback to give to
the bidders in the auction. The bidders compete in an environment with recurrent
competition. The theoretical prediction is unambiguous regarding all three degrees of
information disclosure: each bidder should submit the lowest bid possible.

Yet when we test this model experimentally, bidders in the initial period choose bids
higher than in the Nash equilibrium. However, bids rapidly moved in the direction of
the theoretical prediction in two out of the three treatments. This occurred when each
bidder either received information only about her own performance in previous periods
or when each bidder received information only about her own performance and about
the winning bids of the previous periods. However, in a third treatment in which the
bidders were informed about the entire bid vector in previous periods, bids remained
much higher than the theoretical prediction.

Apparently, the information about the losing bids is of great importance for the
competitors. This result may be explained in terms of signaling behavior. The following
intuitive argument is intended to be suggestive of the process. Assume each bidder has
two possible actions at time t (when t is not the final period). The bidder can either

 By contrast, the theoretical literature on optimal auction design typically considers the effects of
different mechanisms (e.g. Luton and McAfee, ; Laffont and Tirole, ; Piccione and Tan, )
or market structures (e.g. Dana and Spier, ; McGuire and Riordan, ), but does not address the
issue of feedback in recurrent interaction.
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“compete” or “signal.” If the bidder chooses to compete, then she submits a bid which
gives the highest expected reward at time t, based on the bidder’s belief about the
behavior of the competing bidders. Alternately, the bidder may choose to use her bid
at time t to signal. Doing that, the bidder makes a conspicuously “high” bid at time t,
sacrificing payoffs in that period in order to influence the beliefs of the other bidders at
time t + . If the bidder is successful in doing this, then shemay expect a higher payoff at
time t +  than if she chooses to compete at time t. Clearly, this kind of signalingmay be
profitable only when the other bidders can observe the signals. That is, the bidders will
be aware of signals only in the treatment in which the entire bid vector can be observed.

Note that if this signaling story is relevant, the trade-off between profits in the current
period and overall profits may favor signals when bids at time t are expected to be very
low. Moreover, in the current random-matching context, this signaling explanation is
not the same as the repeated-interaction explanation in which competitors are assumed
to collude. To construct a formal model of signaling may be a feasible research task
which could shed some light on how bids evolve in auctions over time, or on how prices
evolve in markets in which firms compete on price.We hope that the findings we report
in this study will serve to inspire such a line of inquiry. This, however, lies outside the
scope of the present chapter.

What have we learned of relevance for optimal auction design? A fairly clear picture
emerges if we first refer to the results of Dufwenberg andGneezy (), which concern
the same game as here except that more than two competitors may interact. That study
may be interpreted as suggesting that auctioneers are well advised to try to have at least
three bidders competing; with only two competitors, bids remained from theNash equi-
librium, while bids approached the equilibrium when the number of bidders was three
or four. However, this result was derived under conditions of full information about
historic bids. The present chapter shows that, even with two competitors, bids come
close to the Nash equilibrium if information about losing bids is not disclosed. Based
on this observation, we now venture upon the following piece of advice to auctioneers:
You may announce winning bids, but keep the losing bids secret!

Appendix. Instructions for the
full-information treatment

....................................................................................................................................................................

In the following game, which will be played for ten rounds, we use “points” to reward
you. At the end of the experiment we will pay you  cents for each point you won (

 In the context price competition experiments, observations of related kinds of signals are made by
Fouraker and Siegel (, pp. –), Hoggatt et al. (), and Friedman and Hoggatt () for the
case of repeated interaction among a fixed group of firms. See Plott (, pp. –) for a
discussion. Surprisingly, these interesting observations seem to have been “forgotten”; we have seen no
post- discussion of the matter in the literature.
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points equals  Dutch guilders). In each round your reward will depend on your choice,
as well as the choice made by one other person in this room. However, in each round
you will not know the identity of this person and you will not learn this subsequently.

At the beginning of round , you are asked to choose a number between  and ,
and then to write your choice on card number  (please note that the ten cards you
have are numbered ,, . . . ,). Write also your registration number on this card. Then
we will collect all the cards from round  from the students in the room and put them
in a box.

The monitor will then randomly take two cards out of the box. The numbers on
the two cards will be compared. If one student chose a lower number than the other
student, then the student who chose the lowest number will win points equal to the
number he/she chose. The other student will get no points for this round. If the two
cards have the same number, then each student gets points equal to half the number
chosen. The monitor will then announce (on a blackboard) the registration number of
each student in the pair that was matched, and indicate which of these students chose
the lower number and what his/her number was.

Then themonitorwill take out of the box another two cardswithout looking, compare
them, reward the students, and make an announcement, all as described above. This
procedure will be repeated for all the cards in the box. That will end round , and then
round  will begin. The same procedure will be used for all  rounds.
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Introduction
....................................................................................................................................................................

Competitive sourcing mechanisms, which include reverse auctions and requests for
information, quotes, and proposals (RFI/Q/Ps), are fast becoming an essential part of
the procurement toolkit. A large-scale study that surveyed close to  companies in a
wide cross-section of industries (Center for Strategic Supply Research, ) reported
that nearly  used electronic procurement mechanisms and over  regularly used
online reverse auctions. The average total amount spent through reverse auctions was
reported to be almost  billion (about  of gross sales), and growing at about 
per year. Beall et al. () report that while online reverse auctions account for less
than  of the actual total amount spent, for some firms this figure can potentially
increase to as much as , indicating high growth potential. In addition to substantial
cost savings, online reverse auctions deliver a number of other benefits, including an
increase in the supplier base (Center for Strategic Supply Research, ) and acceler-
ated transaction time (Shugan, ).
One of the most important factors that make procurement reverse auctions funda-

mentally different from forward auctions is that price is typically not the main attribute
used to award contracts. Exogenous non-price attributes (e.g. distance from buyer,
incumbency status, reputation) have a major effect on the expected buyer’s surplus.
While the bidding in most online reverse auctions is in terms of price (this is different
from pure score auctions, in which bidders can submit bids in terms of price and
quality—see for example Che, ; Branco, ), most awards are not based only
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on price. Jap (, p. ) was the first to point out that “the vast majority of [online
reverse] auctions . . . do not determine a winner.”
Most procurement auctions are non-binding, because the buyer does not commit

to awarding the contract to the lowest bidder, but instead reserves the right to award
it on any basis, and the lag between the end of the auction and the announcement
of the winner may be as long as six weeks (Jap, ). The long lag between the end
of the auction and the award decision may indicate that sometimes buyers themselves
are unable to quantify the value of quality until after the auction is over and they can
see all the bids. This may be because some bidders have not been fully vetted before
the auction (Wan and Beil, ; Wan et al., ). For the purpose of this chapter,
I collectively group non-price attributes and label them quality—see also Tonca et al.
(), and Zhong and Wu (), who use a similar modeling approach. SometimesAQ:  in

reference list.
bidders have some private information about their own quality that is not fully known
to other bidders, although it will eventually be revealed to the buyer. But sometimes the
buyer may reveal this quality information, for example by setting individual reserves, or
reporting feedback in the auction in terms of quality-adjusted prices. It is also possible
that bidders may not even know their own quality. This may happen if the buyer does
not announce the attributes of importance or their respective weights.
Because the best price bid does not necessarily win, if bidders do not know the

qualities of their competitors, winningmay seem random to them, but the probability of
winning is affected by the price bid. In a dynamic (open-bid) buyer-determined auction,
bidders do not know either their winning status, or by exactly how much they may be
winning or losing. As a result, bidders in open-bid auctions do not have the dominant
bidding strategy, and open-bid buyer-determined auctions have the feel of sealed-bid
auctions, in the sense that bidders have to decide on their final bid without knowing
their winning status with certainty.

Comparing price-based and
buyer-determined formats

....................................................................................................................................................................

Engelbrecht-Wiggans et al. () model the bidders in the buyer-determined auction
as having bidder-specific non-price attributes that are modeled using a parameter Qi.
The Qs are independent across bidders and can be arbitrarily related to bidder i’s cost,
Ci. In the Engelbrecht-Wiggans et al. () model, bidder i knows his own Qi and Ci
but not the cost or quality of his competitors. Engelbrecht-Wiggans et al. () also
assume that the buyer knows the qualities of all the bidders, and awards the contract to
the bidder whose bid results in the highest buyer surplus levelQi − Bi, whereBi is bidder
i’s bid.The assumption that the buyer knows theQs is reasonable because eventually the
buyer has to determine the winner of the auction based in part on the qualities, so at
somepoint in timehe has to learn theQs. Engelbrecht-Wiggans et al. () compare the
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sealed-bid buyer-determined auction (RFP) to a standard (price-based) reverse sealed
auction (RFQ),  and show analytically that buyer-determined auctions result in higher
buyer surplus levels as long as there are enough suppliers competing and the positive
relationship between Q and C is not too strong.
In the lab, the authors conducted an experiment to test the model. In all treatments

Ci ∼ U(, ) andQi ∼ U(Ci,Ci + γ ).Themodel predicts that the buyer surplus level
in the buyer-determined auction is below that of the price-based auction if and only if
the number of biddersN =  and γ > .Therefore, the treatments in the experiment
are: N =  and γ = ; N =  and γ = ; N =  and γ = .
Engelbrecht-Wiggans et al. () conducted these three treatments with bothmech-

anisms (price based and buyer determined) and also with experienced and inexperi-
enced bidders. Experienced bidders came to the lab after having participated in a web-
based session of the same auction as the one in the lab, but in which they bid against
computerized rivals programmed to bid according to the risk-neutral Nash equilibrium.
Table . summarizes actual and theoretical buyer surplus levels in the Engelbrecht-

Wiggans et al. () study. The results are consistent with the model’s qualitative
predictions:

Table 22.1. Actual and predicted buyer surplus levels in the Engelbrecht-
Wiggans et al. (2007) study

Experienced Inexperienced

Mechanism N = 2 N = 2 N = 4 N = 2 N = 2 N = 4
γ = 100 γ = 300 γ = 300 γ = 100 γ = 300 γ = 300

Buyer-determined Actual [49.00] [123.00] [235.00] [42.00] [132.00] [202.50]
45.93 123.31 196.36 39.74 120.41 226.12

(12.32) (30.12) (29.00) (12.72) (37.16) (40.56)

Theoretical [36.75] [110.50] [195.00] (11.22) (33.71) [195.00]
34.30 102.88 184.25 34.30 102.88 184.25

(11.22) (33.71) (33.53) (11.22) (33.71) (33.53)

Price-based Actual [27.50] [136.50] [123.00] [31.50] [137.00] [150.00]
28.29 132.37 130.59 30.79 136.71 143.72

(32.66) (88.37) (89.08) (33.08) (88.37) (90.18)

Theoretical [20.05] [123.50] [134.75] [20.50] [123.50] [134.75]
19.51 123.54 133.80 19.51 123.54 133.80

(32.06) (88.29) (89.09) (32.06) (88.29) (89.09)

Median buyer surplus levels are in square brackets, and standard deviations are in parentheses. The
unit of analysis is a cohort; each treatment contains two cohorts.

 Usually the requests for proposals (RFPs) and requests for quotes (RFQs) differ in that the buyer
commits to awarding the contract to the lowest bidder in the RFQ but not in the RFP.

 The experiments discussed in this chapter were implemented using zTree (Fischbacher, ).
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. When N =  and γ =  the buyer surplus is significantly higher under the
buyer-determined than under the price-based format.

. WhenN =  and γ =  the buyer surplus is significantly lower under the buyer-
determined than under the price-based format.

. When N =  and γ =  the buyer surplus is again significantly higher under
the buyer-determined than under the price-based format.

Another notable regularity in this study is that the actual buyer surplus levels are
above predicted in all treatments. Since all auctions in this study are in the sealed-bid
format, these higher than predicted average buyer surplus levels are consistent with
overly aggressive bidding, which has been reported in forward auction experiments.We
will see this regularity persist in other auctions that are not in the sealed-bid format, but
have a sealed-bid flavor. I term this overly aggressive bidding the “sealed-bid” effect.

The effect of information
....................................................................................................................................................................

Haruvy and Katok () consider the effect of information that bidders have in terms
of price visibility during the auction, and in terms of their knowledge about the non-
price attributes of the other bidders (Q). The study manipulates auction format (open
bid vs. sealed bid) and whether or not all bidders know the non-price attributes of all
other bidders, or whether they are the bidder’s private information. In all treatments
bidders continue to know their ownQs. In the open-bid format, bids are entered dynam-
ically and the contract is awarded to the bidder who generates the highest buyer surplus,
Qi − Bi, with her final bid. In the sealed-bid auction (RFP), each bidder places a single
bid Bi, and the contract is awarded to the bidder whose bid generates the highest buyer
surplus. The open-bid format has full price visibility, and the sealed-bid format has no
price visibility.
Quality transparency is the second factor that Haruvy and Katok () manipulate.

Bidders always know their own Qs, and in the full-information condition (F) they also
know the Qs of their competitors, while in the private information condition (P) they
do not.
There is an expected buyer surplus equivalence for risk-neutral bidders that holds

between the sealed-bid auction with private information and the open-bid auction with
information. This result follows from the expected-buyer surplus equivalence between
the sealed-bid first- and second-price buyer-determined auctions (see Engelbrecht-
Wiggans et al., , for the proof), and the strategic equivalence between the sealed-bid
second-price buyer-determined auction and the open-bid buyer-determined auction
with full information (see Kostamis et al., ). So Haruvy and Katok () have

 See Kagel () for a review of studies documenting behavior in forward sealed-bid first-price
auctions. The overly aggressive bidding has been attributed to risk aversion (Cox et al., ); it is also
consistent with regret aversion (Engelbrecht-Wiggans and Katok, ; Feliz-Ozbay and Ozbay, ).
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analytical benchmarks for two of the treatments in their study. They also show that as
long as the score of bidder i,Qi − Ci, and the quality of bidder i,Qi, are not independent,
bids in the sealed-bid buyer-determined auction with full information depend on the
qualities of the competitors. For the open-bid buyer-determined auction with private
information,Haruvy andKatok () show that in equilibriumbids cannot fully reveal
either the quality, Qi, or the score, Qi − Ci, of bidder i.
In their experiment,Haruvy andKatok () use parameters similar to Engelbrecht-

Wiggans et al. (), with Ci ∼ U(, ) and Qi ∼ U(Ci,Ci + γ ), with γ = , so
the buyer-determined auction is advantageous over the price-based auction. In all of
their treatments, auctions had four bidders (N = ), and they used a  ×  full factorial
design in which they varied the auctionmechanism (sealed or open bid) and the quality
information (full or private). Each treatment included four cohorts of eight participants
randomly rematched in groups of four for thirty auctions.
It is worthwhile at this point to understand the risk-neutral equilibrium bidding

behavior. In the open-bid auction with full information, bidders know their winning
status, so they have the weakly dominant strategy to bid down in the smallest allowable
bid decrements as long as they are losing, and to stop bidding when they are winning.
So, for losing bidders we have:

Bi = Ci ()

In the sealed-bid auction with private information, Engelbrecht-Wiggans et al. ()
derived the risk-neutral Nash equilibrium to be:

Bi = Ci + 
N

(Qi − Ci) ()

In the other two treatments, however, equilibrium bidding strategies cannot be
derived, due to the lack of bidder symmetry. Nonetheless, it is possible to compute
a linear approximation of risk-neutral Nash equilibrium bidding strategies, using an
iterative best-reply algorithm. The resulting linear approximations are as follows:

Bi = Intercept + αCi + β(Qi − Ci)

+
∑

k=

χkQ(k) +
∑

k=

δk(Q(k) × HQi)

=  + Ci + .(Qi − Ci)

− .Q() + .(Q() × HQ)

()

for the sealed-bid auction with full information, and

Bi = Intercept + αCi + β(Qi − Ci)

+ γ (Avg(B−i)) + ϕ(Avg(B−i) × LBi)

= −. + Ci + .(Qi − Ci) ()

+ .(Avg(B−i)) − .(Avg(B−i × LBi)
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for the open-bid auction with private information. In expression (), Q(k) is the kth
highest quality, and HQi is  if bidder i is the bidder with the highest quality, and 
otherwise. In expression (), Avg(B−i) is the average price bid of i’s competitors, and
LBi is  if i is the lowest-price bidder, and  otherwise.
The authors then proceed to use either the equilibrium bid functions, or their linear

approximations, to compute predicted average buyer surplus levels, and the predicted
proportion of efficient allocations in their treatments, using the actual realizations of
costs and qualities in their experiment.
Table . shows that the average surplus in the open-bid auctions with full informa-

tion is in line with theory, while in the other formats, average buyer surplus levels are
higher than predicted. The efficiency levels are slightly lower than predicted. A notable
consequence of these deviations from equilibriumpredictions is that the expected buyer
surplus equivalence between the open-bid full and the sealed-bid private conditions fails
to hold.
In terms of the individual bidding behavior, it is possible to fit linear regressions

for bids as functions of the parameters in equations ()–() and find that bidding
behavior in the open-bid auction with full information is mostly in line with theoretical
predictions. In the other three treatments, however, the coefficient on the score variable
Qi − Ci is significantly lower than it should be, while the other coefficients aremostly in
line with predictions.This result illustrates that in the three treatments in which bidders
do not have the dominant bidding strategy, they bid too aggressively, primarily because
they fail to mark up their bids sufficiently based on their high quality.The phenomenon
is related to the “sealed-bid effect” because it is related to the overly aggressive bidding
in sealed-bid first price auctions.

Table 22.2. Average buyer surplus levels, proportion of efficient allocations, and
the comparison between actual and estimated theoretical buyer surplus levels and
efficiency

Open-bid, full Sealed-bid, private Open-bid, private Sealedbid, full

Actual buyer surplus 186.11 224.60 211.85 205.88
(standard error) (4.17) (2.60) (6.12) (7.90)

Actual proportion of
efficient allocations

86.88% 88.43% 85.94% 84.38%

Deviation of actual surplus −2.39 40.35** 39.00** 10.84*
from predicted (standard
error)

(2.11) (1.04) (1.87) (3.91)

Deviation of actual efficiency
from predicted.

−13.12%** −11.57%** −10.31%** 3.13%

∗p < 0.05; ∗∗p < 0.01.
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figure .. Average number of bids bidders place in the two open-bid treatments.

Figure . compares the average number of bids bidders place in the two open-bid
treatments of the Haruvy and Katok () study. We can see that while bidders place
a large number of bids in open-bid auctions with full information, many place a very
small number of bids in the open-bid auction with private information (the mode is
). Many bidders do not use the price information from the auction because this infor-
mation does not tell them their bidding status. Instead, they place what amounts to a
sealed bid.
The main conclusion from the Haruvy and Katok () study is that giving bidders

less information (price information or quality information) appears to be better for the
buyer. Katok andWambach () stress test this assertion by examining what happens
when bidders do not know even their own quality. In procurement events, bidders often
know the attributes that are important to the buyer, but often do not know the exact
trade-offs between those attributes. In fact, sometimes buyers do not even know their
own trade-offs until they evaluate the bids after the auction ends (Elmaghraby, ).
In this setting, when bidder i does not know Qi, winner determination looks random
to the bidders.
Katok and Wambach () show that in this setting there exists an equilibrium

in which all bidders stop bidding at a point at which everyone has the same ex ante
probability of winning (i.e. /N). The reserve price has to be high enough relative to the
differences in privately known parameters for this equilibrium to exist.
The Katok and Wambach () experiment included three treatments. In all treat-

ments, two bidders (N=) whose cost is known to be (Ci =  ∀ i) compete in auc-
tions with a reserve price of .The bidders differ only in their quality (Qi ∼ U(, )),
and compete in thirty open-bid descending auctions (with random rematching) that
last for one minute and have a ten-second soft close. The three treatments are as
follows:
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figure .. Average prices in the Katok and Wambach () study.

. Binding: all bidders know their own Qi and Qj of their competitor.
. Non-binding: bidders do not know any Qj.
. Non-binding (know own): bidders know their own Qj but not their competitor’s.

Figure . shows the average prices over time in the Katok and Wambach ()
study. It is clear from the figure that after the initial thirteen rounds, bidders in the non-
binding treatment learn to implicitly collude, driving prices essentially to the reserve
level of . So giving bidders less information is not always better for the buyer, but the
Katok and Wambach () counterexample is quite extreme because their auctions
have only two bidders (fewer players generally makes it easier to collude) and their cost
is constant and known to all.

Rank-based feedback
....................................................................................................................................................................

Elmaghraby et al. () examine the effect of price visibility, but unlike Haruvy and
Katok (), who only examine the two extreme forms of price visibility, they look at
the effect of rank-based feedback in buyer-determined auctions. With rank feedback,
bidders in open-bid auctions are told the rank of their price bids, but they do not know
the actual bids of their competitors. Elmaghraby et al. () examine a simple setting
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with two quality types (high and low) and full information about the competitor’s
quality type. When a bidder is bidding against a competitor of the same type (called
a symmetric market), he has the weakly dominant strategy of bidding down one bid
decrement at a time as long as he is not at rank . When a bidder is bidding against
a competitor of the opposite type (called an asymmetric market), in the simplified
Elmaghraby et al. () setting, he should simply bid down to the level of what his
sealed bid would have been. Rank-based feedback is prevalent in practice. There is a
perception that it leads to less adversarial relationships between buyers and suppliers
(Jap, , ), and suppliers prefer it because it reveals less information about their
cost to their competitors. Buyers also prefer it because they believe that it leads to more
competition.
All treatments include auctions with two bidders (N=). There are two types of

bidders, called high and low types). The quality for the high type is  and the qual-
ity for the low type is  (QH = , QL = ). The costs of the two types come
from different distributions: for the high type, CH

i ∼ U(, ); and for the low type,
CL

i ∼ U(, ).The auctions are open bidwith a one-minute duration and a ten-second
soft close.The three treatments differ in their feedback: full feedback, rank feedback, and
sealed bid.
Table . summarizes the average prices, bid decrements, and theoretical predictions

in the Elmaghraby et al. () study. Here we see again that sealed-bid prices are
lower than open-bid prices. The consequence of this observation is that we observe the
“sealed-bid effect” in asymmetric auctions with rank feedback, where average prices are
very close to sealed-bid prices. Surprisingly, in symmetric auctions, average prices in
auctions with rank feedback are lower than full feedback prices, which should not be
the case, because symmetric bidders have the same dominant bidding strategy under
both formats.
The explanation Elmaghraby et al. () propose for overly aggressive bidding in

symmetric auctions with rank feedback is bidder impatience. Even though bidders
should be bidding down one bid decrement at a time, the average bid decrement in
these auctions is .. While significantly smaller than the average bid decrement of
. in asymmetric auctions, it shows that jump bidding due to bidder impatience in
these auctions is highly prevalent.
The Elmaghraby et al. () results complement the findings of Isaac et al. (,

). Those authors study both real-world data from the wireless spectrum auctions
(Isaac et al., ) as well as from the lab experiments (Isaac et al., ); they find that
auction formats that allow for jump bids can help increase the bid-taker’s revenue (or
decrease procurement costs). In addition, their data suggest that jump bidding arises
as a result of bidder impatience rather than effort by bidders to deter competition
(signaling). Kwasnica and Katok () report similar results in experiments in which
bidder impatience was deliberately induced.

 Impatience has also been used by Katok and Kwasnica (), who report that the speed of the
clock in a “Dutch” (descending forward) auction affects the auction outcome, and reconcile the results
with those reported by Cox et al. () and Lucking-Reiley ().
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Table 22.3. Summary of the average prices, bid decrements
(standard deviations in parenthesis), and theoretical predictions
(in square brackets) in the Elmaghraby et al. (2012) study

Prices Bid decrements

Treatment Overall Symmetric Asymmetric Symmetric Asymmetric

Full 67.11 69.03 65.65 6.35∗∗ 5.82∗∗
(3.06) (3.93) (3.07) (1.26) (1.14)
[67.60] [71.24] [65.34] [1] [1]

Rank 58.73∗∗ 63.68∗∗ 55.66∗∗ 12.61∗∗ 21.86
(3.59) (3.03) (4.41) (3.59) (4.65)
[69.04] [71.24] [67.67] [1] [>>1]

Sealed bid 57.49∗ 58.21∗ 57.04∗ N/A N/A
(2.20) (2.86) (1.93)
[68.26] [69.20] [67.67]

Notes: Ho: Data = theoretical prediction; ∗p < ., ∗∗p < ..

Elmaghraby et al. () conducted a robustness check of their results by running
treatments in which bidders do not know the type of their competitor, as well as treat-
ments in which the cost support of low- and high-type bidders overlaps. The results
continue to hold.

Qualification screening and incumbency
....................................................................................................................................................................

Wan et al. () focus on one particularly important quality attribute in buyer-
determined auctions—incumbency status. In their model, an incumbent supplier
competes against an entrant supplier whose probability of being able to meet the
requirements to perform the contract (pass qualification screening) is  ≤ β < . The
buyer has a choice of: screening the entrant before the auction, and if he fails the qual-
ification screening, which happens with probability − β , renewing the incumbent’s
contract at the current price of R; or waiting to screen him after the auction. In the
latter case, the buyer will have to screen the entrant (which costs K to do) only in the
event that the entrant wins the auction. But the auction between an incumbent and an
entrant who may or may not be qualified is less competitive than an auction between
two qualified bidders, because the incumbent may lose the auction but win the contract
(with probability − β).
Whether the buyer is better off to screen the entrant before or after the auction is the

central question that Wan et al. () pose, and the answer hinges on the incumbent’s
bidding behavior when competing against an unscreened entrant (the entrant has the
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weakly dominant strategy of bidding down to his cost). Wan et al. () derive equi-
librium bidding strategy for the (risk-neutral) incumbent supplier in this situation. In
equilibrium, a high-cost incumbent should bid the reserve, a very low-cost incumbent
should bid to win, and at intermediate cost levels incumbents should stop bidding at
some threshold above their costs.
Figure . shows the equilibrium bidding strategies for a risk-neutral incumbent

with cost xi ∼ U(, ) bidding against an entrant with cost ei ∼ U(, ).The graphs
represent the parameters in the Wan et al. () experiment that sets β at . or .,
and the cost of screening, K, at  or . The reserve price is set at  in all treatments.
When competing against an entrant whomay ormay not be qualified, the incumbent

often bids less aggressively than hewould against a qualified competitor. Sometimes, the
incumbentmay boycott the auction entirely (always places a bid ofR), as should happen
when the qualification cost is low, and the entrant’s probability of being qualified is also
low (β = ., K= in the Wan et al. () experiment).
The main lab finding is that in this dynamic auction, incumbents, bidding against

computerized entrants programmed to follow the weakly dominant strategy, bid with a
great deal of noise, and on average bid more aggressively than they should in equilib-
rium. Figure . summarizes the incumbent bidding data.
Each part of the figure displays behavior in one treatment.The top panel of each part

of the figure shows a scatterplot of actual bids as a function of xi and compares them
to the equilibrium bid function. The bottom part of each panel shows the proportion
of bids (as a function of xi) that are either boycotting (Bid = R) or bid all the way
down as low as needed to win the auction outright Bid ≤ max(xi,K). It turns out that
incumbents do not boycott enough when they should, and on average usually bid more
aggressively than they should (the “sealed-bid effect”).
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Bid ≥ max(xi ,K).
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As a result of the “sealed-bid effect,” the buyer strategy of not qualifying the entrant AQ:
‘evaluating’
perhaps,
rather than
‘qualifying’?

supplier until after the auction is even more attractive than it should be in theory.

Conclusion
....................................................................................................................................................................

In summary, buyer-determined procurement auctions are a class of reverse auction that
is prevalent in procurement. The bidding takes place during a dynamic auction, but
winners do not knowwhether they arewinning and losers do not knowwhether they are
losing, or by howmuch.The resulting bidding behavior exhibits the “sealed-bid effect”—
bidding is overly aggressive. Giving bidders less information appears to result in lower
prices, unless there is so little information that bidders can profitably collude. Rank
feedback results in lower prices than full price feedback, primarily because it promotes
the sealed-bid effect, as well as bidder impatience.
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Introduction: a lesson
in institution design

....................................................................................................................................................................

Roth () makes the case that experiments are a natural component of market
design. This is because experiments allow designers to isolate particular designs and
identify them as causes for any observed market effects.
The work we present here fits in a literature on the effect of economic incentives in

markets, and in particular on the little-understood impact that economic incentives
have on the perception of market participants regarding implicit social contracts. Eco-
nomic incentives change the information that agents have on the environment, and
therefore their effect on behavior may be the opposite of what would be expected. For
example, Gneezy and Rustichini () showed that in tasks ranging from answering
test questions to volunteer work, monetary incentives produced improvements in the
predicted direction but not monotonically. Incentives that were too small produced a
decrease in effort relative to no payment at all. Thus, small incentives may have the
opposite effect to what is intended.
In contrast to the reduction in effort resulting from small incentives, Charness and

Gneezy () showed that incentives to attend a gymwill not only increase attendance
but also lead to healthy habit formation in the longer term.The difference between this

 We thank RichardThaler, Mark Walker, anonymous referees, the editor and seminar participants
for comments. this chapter is reprinted from Gneezy, U., Haruvy, E. and Yafe, H. () “The
inefficiency of splitting the bill,” Economic Journal, : –, with permission fromWiley.
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and the Gneezy and Rustichini () result is striking, and shows the importance of
understanding the context in which incentives are used.
A similar point can be made using the findings regarding the ability of individuals

to adapt to incentive shocks.Theories like the fair-wage–effort theory and the theory of
gift exchange in labor markets (Akerlof, ; Fehr et al., ) have been shown to be
important inmany experimental designs. Testing this theory in a field experiment using
tasks ranging from library data entry to door-to-door fundraising, Gneezy and List
() provided wages that were roughly twice the wages advertised for the positions.
They found that while initially these incentives resulted in a significant increase in effort,
after a few hours the observed outcomes were indistinguishable. That is, the effect is
short lasting. These results have implications for the applicability of these theories to
labor market design.
The present study fits in this series on economic incentives. Like the cited studies, we

find that economic incentivesmatter, but perhaps not in the direction onewould expect.
We study a restaurant setting in which groups of diners are faced with different ways of
paying the bill. The manipulations are: splitting the bill, paying individually, having a
portion of the bill picked up, and having the entire bill paid for. We find that people eat
more food and spendmore money when they pay a smaller portion of their bill.That is,
they take advantage of others.This result is in line with economic theory, but in contrast
to a body of laboratory evidence suggesting that individuals in more abstract laboratory
environments would not free-ride to the same extent. Indeed, when we created an
abstract version of this experiment and presented it in the lab to subjects from the same
subject pool, we found results that were in line with the published literature. Individuals
were sensitive to incentives but reluctant to free-ride at the expense of other participants.
This might seem surprising, because the lab interaction was anonymous whereas the
restaurant interaction was face to face, in a social setting, and the individuals were
unaware that the bill set-up was part of an experiment.
This result goes counter to an implicit social contract. In other words, non-academic

readers were often surprised that decision makers behaved according to selfish eco-
nomic principles, ignoring the effect of negative externalities. As always, the implica-
tions of this study should be taken in the larger context of the effect of incentives on
behavior, and the interaction between incentives and implicit social contracts.
Economic theory is unambiguous in its prediction that if externalities exist, outcomes

are likely to be inefficient when agents selfishlymaximize.The literature on externalities,
as well as its derivatives in public goods, tragedy of the commons, and moral hazard
studies, has shown that externalities lead to inefficient levels of production and con-
sumption.This result depends crucially on the general assumption taken by such studies
that human agents maximize selfish payoffs without regard for others.
With the emergence of behavioral economics, economists have come to question

whether people actually ignore costs imposed on others when reaching economic deci-
sions. If altruism is common, the various proposals in the literature to solve externality
problems may be unnecessary or even harmful. For example, the government in a
public-good settingmay actually reduce voluntary contributions by interfering with the
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provision of a public good (Andreoni, ). Similarly, increased government monitor-
ing for corruptionmay backfire by reducing intrinsic other-regarding behavior (Bohnet
et al., ; Schulze and Frank, ), and the mere sanctioning of an activity may be
counterproductive (Gneezy and Rustichini, ).

AQ: No 
source is
listed in the
references. Experimental studies, with few exceptions, find evidence against theories based

purely on selfish motives. The studies find that people free-ride, but not to the extent
economic theory predicts (see Dawes and Thaler, ). Hence, despite the strong
predictions generated by classical theory in externality settings, social scientists often
question the truths provided by it.
To test economic predictions, we investigate a familiar environment. The unscrupu-

lous diner’s dilemma is a problem faced frequently in social settings. When a group
of diners jointly enjoys a meal at a restaurant, often an unspoken agreement exists to
divide the check equally. A selfish diner could thereby enjoy exceptional dinners at
bargain prices. Whereas a naive approach would appear to suggest that this problem
is not likely to be severe, it appears that even the best of friends can sometimes find
it rather trying. Furthermore, this dilemma typifies a class of serious social problems,
from environmental protection and resource conservation to eliciting charity donations
and slowing arms races (Glance and Huberman, ).
Here, we observe and manipulate conditions for several groups of six diners at a

popular dining establishment. In one treatment the diners pay individually; in a second
treatment they split the bill evenly between the six group members. In yet a third treat-
ment, themeal is paid for entirely by the experimenter. Economic theory prescribes that
consumption will be smallest when the payment is individually made, and largest when
the meal is free, with the even-split treatment between the other two. The restaurant
findings are consistent with these predictions. A fourth treatment, in which each partic-
ipant pays only one-sixth of her own consumption costs and the experimenter pays the
remainder, is introduced to control for possible unselfish and social considerations.The
marginal cost imposed on the participants in this treatment is the same as in the even-
split treatment.However, the externalities are removed: in the even-split case, increasing
an individual’s consumption by  increases the individual’s cost, as well as the cost of
each of the other participants, by /. In the fourth treatment, this will increase only the
individual’s cost by /, but will have no effect on the payment of the other participants.
In other words, the negative externality present in the even-split treatment is completely
eliminated. If participants are completely selfish, the fourth treatment should not affect
their consumption relative to the second treatment (the even split). On the other hand,
if they care also for the well-being of the other participants (or for social efficiency), they
can be expected to consumemore in the last treatment than in the even-split treatment.
The efficiency implication of the different paymentmethods is straightforward.When

splitting the bill, diners consume such that themarginal social cost they impose is larger
than their own marginal utility, and as a result they over-consume relative to the social
optimum. In fact, it is easy to show that the only efficient payment rule is the individual

 “Ross: . . .plus tip, divided by six. Ok, everyone owes  bucks. Phoebe: No, uh uh, no way, I’m sorry,
not gonna happen.” (Friends, season , episode ).
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one. It turns out that subjects’ preferences are consistent with increasing efficiency.
When asked to choose, prior to ordering, whether to split the bill or pay individually,
 choose the latter. That is, they prefer the environment without the externalities.
However, in the presence of externalities, they nevertheless take advantage of others.
One example of an environment in which the selfishness hypothesis has been stud-

ied is public-good games; for comprehensive reviews, see Davis and Holt (); and
Ledyard (). Public-goods experiments in which non-contribution is a dominant
strategy typically find that subjects are sensitive to free-riding incentives but nonetheless
cooperate at a level that cannot be fully explained by mainstream economic theory.

However, as the typical public-goods game is repeated (regardless of whether opponents
are the same or different), contributions fall substantially (Kim andWalker, ; Isaac
and Walker, ; Andreoni, ; Asch et al., ; Weimann, ). In all these
studies, subjects contribute less and less the longer they play. In other words, it seems
that subjects may be contributing in part due to inexperience or confusion under lab
conditions. Kim and Walker () reviewed previous experiments that found little
or no free-riding. They raised serious concerns about lab experiments, among which
were misunderstanding and vagueness as well as insufficient economic incentives. In an
experiment designed to overcome the criticisms raised, they indeed found that selfish
behavior was in fact prevalent after only a few repetitions. Andreoni () raised sim-
ilar criticisms, which he labeled collectively “confusion.” In order to explore this issue,
he designed a zero-sum version of the public-goods game, in which the sets of strategies
and corresponding token payoffs were the same as the public-goods game, but where
token payoffs were mapped to monetary payoffs by the earnings ranks of the subjects.
This mapping eliminated the monetary incentive to cooperate, and indeed cooperation
dropped significantly, but not entirely. Andreoni concluded that “on average about 
percent of the subjects are cooperative, and about half of these are confused about
incentives, while about half understand free-riding but choose to cooperate out of some
form of kindness” (Andreoni, , p. ).
The traditional lab environment could present some limitations when extrapolating

to real-life settings. Such limitations may result from participants’ lack of familiarity
with the lab setting. It could be argued that subjects should be observed in settings with
which they are familiar and experienced. For example, in a field experiment conducted
during the orange-picking season in Israel (Erev et al., ), with different groups
of four workers facing different payment schemes, it was found that, in line with the
theoretical prediction, a collective payment resulted in substantial free-riding and 
loss in production.
The current study proposes the restaurant setting as one with which subjects are

expected to be familiar, thereby reducing the possibility of confusion.The idea of study-
ing human economic behavior in a restaurant setting is not new. In a study discussed by
Thaler (), costumers at an all-you-can-eat pizza restaurant were randomly given
free lunches. These consumers ate less than the control group, who paid the .

 In fact, even in public-goods games where some positive contribution is best response, subjects
tend to substantially over-contribute relative to their best response (Keser, ).
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normal bill. The main conclusion of that study was that, unlike the prescription of
economic theory, people do not ignore sunk costs.
The paper is organized as follows.Thenext section sketches the theory as it pertains to

the diner’s dilemma and derives the appropriate hypotheses implied by the theory. The
third section details the design and procedures for the restaurant setting. The fourth
section lists and explains the results, and investigates possible implications of gender
issues. The fifth section presents a related laboratory experiment. The sixth section
concludes.

Theory
....................................................................................................................................................................

In this section we first introduce the mainstream assumptions and the resulting social
inefficiency under the even-split and free-meal treatments. We then posit the hypothe-
ses implied by the theory.

Mainstream assumptions

According to standard economic assumptions, consumerswill find it optimal to increase
consumption when marginal benefit exceeds marginal cost, and to lower consump-
tion when the opposite holds. Therefore, at the utility-maximizing consumption level,
marginal cost must equal marginal benefit. It is also a standard assumption that the
marginal utility is decreasing (clearly the marginal utility reaches zero at some point, or
else consumers in the free-meal treatment would consume at a level of infinity). Given
these standard assumptions, economic theory predicts a negative relation between the
marginal cost of the food and its consumption.
If the individuals do not internalize the negative externalities they impose on others,

they will over-consume relative to the social best in all but the individual-pay treatment.
In particular, if the six diners elected a social planner to “dictate” the allocations in the
even-split treatment, this planner would be able to increase the value received by each
diner. Similarly, under the free-meal treatment, the party financing the dinner could
pay the diners to consume at individual-pay levels, such that all diners as well as the
paying party would be better off. It follows that the individual-pay outcome is a Pareto
improvement relative the other treatments.

Hypotheses

Several hypotheses emerge from the theory of selfish utility-maximizing consumers.
Since marginal benefit must equal marginal cost, it will take greater and greater
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consumption to equate marginal benefit to marginal cost, as we move from individual
pay to even split and from even split to free meal. The following three hypotheses
emerge:

• Hypothesis . Diners will eat more in the even-split treatment relative to the
individual-pay treatment.

• Hypothesis . Diners will eat more in the free-meal treatment relative to the even-
split treatment.

• Hypothesis . Diners will eat more in the free-meal treatment relative to the
individual-pay treatment.

Design of the restaurant setting
....................................................................................................................................................................

Subjects were recruited through signs posted around the Technion campus (Israel Insti-
tute of Technology, Haifa), which promised a large amount for a one-hour experiment
and invited them to call for information about the experiment. Upon calling, they were
informed that the experiment would be conducted at a popular restaurant near the
Technion campus. They were asked to show up at a specific time (during lunchtime).
Six subjects, three males and three females, were invited for each time slot. A conscious
effort was made not to invite to the same treatment students who were familiar with
each other. Upon arrival, subjects received a show-up payment of  NIS (New Israeli
Shekels) (roughly  at the time of the study) and brief instructions (see the Appendix
A for the translation of the instructions fromHebrew).Theywere cautioned tomaintain
absolute silence for ten minutes, during which all participants were asked to complete
the questionnaires in front of them.The questionnaires requested subjects to rate them-
selves on a wide range of emotions. They were told to expect the same questionnaire at
the end of the meal.
In the instructions for the questionnaire, subjects were informed that they would be

able to order from the restaurant menu following the completion of the questionnaire.
They were asked to indicate their orders on a designated sheet of paper. Subjects wrote
down their orders individually and separately, without any ability to communicate or
coordinate with other participants. The intent of the questionnaire was to ensure the
independence of observations, and the questionnaire was effective in keeping subjects
silent.
Treatments differed only in the payment mechanism specified in the instructions:

In the individual-pay treatment, subjects were told that they would pay for their own
meal. In the even-split treatment, subjects were told that the bill would be evenly split
between the six of them. In the free-meal treatment, subjects were told that the meal
would be fully paid for by the experimenter. Four groups of six subjects participated in
the individual-pay treatment, and four groups participated in the even-split treatment.
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Twogroups participated in the free-meal treatment. Twoof the groups in each of the first
two treatments were asked how they would prefer to pay—individually or by splitting
the bill—prior to being informed of the actual payment mechanism.
Themenu covered a broad international cuisine, with numerous delectable categories

to encompass a wide range of tastes. Waiters were instructed not to communicate or
otherwise interact with subjects before picking up the order sheet. That is, subjects had
contact only with the experimenters before they ordered. The same two experimenters
attended all treatments.

Results
....................................................................................................................................................................

The three main treatments

Table . summarizes the results of the field study. For each of the three treatments, the
first column reports the gender of the subject, the second column reports the number of
items that subject ordered, and the third column reports the cost of the subject’s meal.
Subjects are ordered by the cost of their meals from highest to lowest.
Note the variability in subjects’ costs for any given treatment. For example, the

difference in cost between the least expensive subject and the most expensive subject
in the free-meal treatment was  NIS. Normally, such heterogeneity could pose a
problem for hypothesis testing. However, despite this enormous variability there was
a fairly small overlap in meal costs between treatments. Treatment , for example, has
only two observations out of twelve that fall below the highest observation of twenty-
four observations in treatment . This surprisingly small overlap is clearly depicted in
Figure ..
The x-axis lists three values, corresponding to the three treatments. The y-axis rep-

resents the cost of the meals. Each point in the plot represents the meal cost in NIS for
a particular subject in one of the three treatments. Different subjects are represented
by different symbols. All in all, there are twenty-four values for each of the first two
treatments and twelve for the third.
Recall hypotheses –.These postulated differences between individual pay and even

split, between even split and free meal, and between individual pay and free meal. To
test hypotheses –, we use two competing tests to determine if there are any reliable
differences between any two independent groups—the parametric t-test and the non-
parametric Mann–Whitney U-test. We find the “number of items ordered” not infor-
mative in the Mann–Whitney U-test due to the large number of ties. We expect the
t-test similarly to produce a rough statistic at best, since it can hardly be assumed that
the meal costs will be normally distributed, as required by the t-test. We nonetheless
report p-values for this test.The cost of the meals, however, provided clear-cut evidence
that the samples are significantly different under all three hypotheses. Table . shows
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figure .. Summary of the restaurant results.

p-values for the three hypotheses, using the Mann–Whitney test on cost (column ),
the t-test on cost (column ), and the t-test on number of items (column ).
Finally, we use a graphical depiction of the population differences for the first

three treatments to emphasize these results, using cumulative distribution plots in Fig-
ure ..
We see from the plots that in the individual-pay treatment costs tend to be substan-

tially lower in all percentiles of the distribution relative to the even-split and free-meal
treatments. Similarly, the even-split treatment costs tend to be substantially lower in all
percentiles of the distribution relative to the free-meal treatment.

Table 23.2. Hypothesis tests on the restaurant results: p-values for hypotheses
1–3

Mann–Whitney
U-test (one-sided)
on cost of meal

Mann–Whitney
U-test (one-sided) on
number of items*

t-test
(one-tailed) on
cost of meal

t-test (one-tailed)
on number of
items ordered

Individual pay
versus even split

0.0014 0.0948 <0.0001 0.0818

Individual pay
versus free

<0.0001 <0.0001 <0.0001 <0.0001

Even split versus
free

0.0008 <0.0001 0.0003 <0.0001

* The Mann–Whitney results on the number of items ordered may be unreliable due to the large number
of ties.
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Regard for others in the restaurant setting

Though it is clear from these results that an individual diner appears not fully to account
for the cost her consumption imposes on her peers, the even-split treatment nonetheless
leads to some other questions. In particular, does the individual ignore all of the cost
she imposes on others, or does she account for some? The literature seems to present
many approaches to answering questions of this kind. For example, we could suppose
that the individual does not fully exploit her ability to consume at others’ expense, since
her utility is increasing in the consumption of others (for a review of the altruism and
fairness literature, see Camerer, ).
The fourth restaurant treatment is introduced to examine the proposal that selfish

considerations may not offer the best description of human agents. In that treatment,
two groups of six diners, three males and three females, were recruited by signs around
the Technion campus. The groups were summoned to the same restaurant used in the
other treatments. Also, as in the other treatments, the groups were balanced between
men and women. Unlike the other treatments, the instructions specified to the subjects
that at the end of meal each would be asked to pay individually only one-sixth of
his individual meal cost (see Appendix A for the translation of the instructions from
Hebrew).
By the “selfish agent assumption,” this treatment should not differ from the even-

split treatment.The theories of altruism, equity, and reciprocity, however, would appear
to suggest that agents are likely to consume more in this treatment than in the even-
split treatment. This is because no costs are imposed on others in this “pay one-sixth”
treatment and hence regard for others does not play a role in this treatment, whereas

 This is assuming of course that regard for the experimenter is weaker than that for peers around the
table. However, if we rely on the results reported thus far in the chapter, we should not be concerned
about this possibility: in the free-meal treatment, subjects over-consumed relative to both other
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Table 23.3. Summary of the results relevant to hypothesis 4

Even split Pay one-sixth

Sex No. of items Cost (NIS) Sex No. of items Cost (NIS)

F 2 81 F 3 101
M 2 73 M 3 85
M 2 71 M 3 74
F 1 66 M 2 59
F 2 64 M 2 58
F 3 62 F 2 57
F 2 60 F 2 57
M 2 59 M 2 51
F 2 59 F 2 50
M 3 56 F 2 46
M 2 52 F 1 26
F 2 47 M 1 25
M 2 46
F 2 46
M 2 45
M 2 45
M 2 44
M 2 40
M 2 40
F 1 39
F 1 37
F 1 35
M 2 33
F 1 22

Avg. 1.87 50.9 Avg. 2.08 57.4

regard for others is expected to play some role in the even-split treatment. In other
words, positive regard for others will raise themarginal cost of ameal, andwill therefore
lower the optimal spending under the assumption of decreasing marginal benefit. It is
important to note that whereas altruism or utilitarian motives are unequivocal in this
prediction, distributive and reciprocity concerns depend crucially on expectations, and
could suggest predictions in either direction. We derive hypothesis :

• Hypothesis . Diners will exhibit the same levels of consumption in the even-split
treatment and the “pay on-sixth” treatment.

treatments by a phenomenal amount. Hence it seems that any concern for the experimenter’s welfare is
miniscule at best.
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Table 23.4. The p-values for hypothesis 4

Mann–Whitney
U-test (one sided)
on cost of meal

Mann–Whitney
U-test (one sided)
on number of
items ordered

t-test (one-tailed)
on cost of meal

t-test (one-tailed)
on number of
items ordered

Even-split versus
pay one-sixth

0.187 0.167 0.145 0.159

The last hypothesis addressed unselfish motives and postulated a difference between
the even-split and the “pay one-sixth” treatments. Table . presents the relevant
experimental results and Table . shows the p-values for this hypothesis, from the
Mann–Whitney test on cost (column), theMann–Whitney test on the number of items
ordered (column ), the t-test on cost (column ), and the t-test on the number of items
ordered (column ).
Looking at both the cost of meals and at the number of items ordered, we find no

significant differences between the even-split and the pay one-sixth treatments. This
finding can be contrasted with the very significant differences between the even-split
treatment and all other treatments we reported earlier. We should caution, however,
that the lack of significance could be due to the smaller sample size of the pay one-sixth
group.

Gender differences

Studies have shown that males and females have different propensities in relation to
regard for others. In experiments, we find results in dictator games (e.g. Eckel and
Grossman, ) and reward allocation games (e.g. Lane andMesse, ), which show
more generosity in females than in males. Such results would lead us to expect that
women will not exploit the ability to impose cost on others to the same extent as men.
Another plausible gender difference has to do with different physical limitations as

well as discriminatory cultural norms related to eating. Both physical capacity and
discriminatory social norms would lead one to expect women to have a lower ceiling
on food consumption. Hence we would expect women to under-utilize the ability to
impose costs on others.
Surprisingly (or not, depending on one’s prior assumptions), as Table . clearly

shows, men and women did not differ in their consumption levels in three out of the

 There are, though, also studies that reject claims of gender differences (e.g. Bolton and Katok,
).
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Table 23.5. The t-test p-values (two-tailed)
for the null hypothesis of no gender effects in
the restaurant results

Gender effect

Individual pay 0.9623
Even split 0.8470
Free meal 0.0568
Pay one-sixth 0.8530

four treatments, under any reasonably acceptable level of significance. In the free-meal
treatment, however, men tended to eat more than women in a manner (marginally)
significant at the  level. However, given the lack of difference in the other three
treatments, we tend to discount this finding.

A laboratory comparison
....................................................................................................................................................................

Cross-country studies (e.g. Roth et al., ) have raised the possibility that subject
pools in different countries may not share the same distribution of other-regarding
preferences. Such cultural differences could affect the comparability of the present
subject pool to other subject pools in the world. To exclude the possibility that our
restaurant finding is driven by an odd subject pool, we briefly present the results of a
simple negative externality experiment conducted in the lab with the same subject pool
(Technion students) as in the restaurant study.

The laboratory setting

Subjects were recruited through signs around the Technion, as in the previous setting.
Instead of meeting at a restaurant, however, subjects were summoned to the laboratory.
The show-up fee was NIS, the same as for the restaurant setting. As before, there were
six subjects per session. All subjects were in the same room and could see each other.
Subjects were shown a “production” table detailing the cost and revenue resulting from
each production quantity, where the quantity of production could vary from  to .The
production table is presented in Table ..
Three different treatments were run. In the first treatment, subjects bore the full cost

and reaped the full revenue from each unit of production. In the second treatment,
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Table 23.6. Production table for a laboratory
examination of the diner’s dilemma

No. of units Total cost Total revenue

1 10 18
2 20 32
3 30 44
4 40 48
5 50 50
6 60 51
7 70 51.75
8 80 51.75
9 90 52

subjects reaped the full revenue, but the total cost of production was added up over
subjects and then divided equally among them. In the third treatment, subjects incurred
only one-sixth of the full cost of their production but the remainder was not imposed
on any of the participants; instead, it just vanished.
The parallel between this production problem and the unscrupulous diner’s dilemma

in the restaurant setting is evident. Namely, the first production treatment corresponds
to the restaurant’s individual-pay treatment, the second production treatment corre-
sponds to the restaurant’s even-split treatment, and the third production treatment
corresponds to the restaurant’s pay one-sixth treatment.

Results

The full list of the thirty-six participants’ choices is presented in Table ..
In contrast to the restaurant results, the difference between the individual-pay

and even-split treatments is not significant (one-tailed p-value = .), whereas the
difference between the even-split and pay one-sixth treatments is highly significant
(one-tailed p-value = .). This evidence of unselfish motives might lead to the
conclusion that the bill-splitting convention would not result in any significant social
detriment. This conclusion does not appear consistent with what was observed in the
restaurant.

 It is interesting to note, however, that in the even-split treatment two subjects selected a quantity of
two units, which is below the socially efficient level of production. Errors by subjects in the lab are not
uncommon, nor are dominated choices unusual (as abundant evidence from second-price sealed-bid
auctions shows). However, it is possible that the added level of complexity in understanding the
even-split mechanism resulted in a higher chance of errors.
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Table 23.7. Results of the laboratory experiment

Observation Individual pay Even split Pay one-sixth

1 3 2 3
2 3 2 4
3 3 3 4
4 3 3 5
5 3 3 5
6 3 3 5
7 3 3 5
8 3 4 5
9 3 4 5
10 3 4 5
11 3 5 5
12 5 5 5

Average 3.17 3.42 4.67

This finding shows that the results typically reported in the experimental literature
are easily replicated with the subject pool in the restaurant study. Clearly, in terms of
design, many things are different between the restaurant study and the lab experiment.

Conclusions
....................................................................................................................................................................

The literature on negative externalities is based on the prediction that an economic agent
who is able to impose some of the cost of his consumption on others will over-consume
relative to the socially efficient level. This is a direct result of the assumption that
economic agents equate individual marginal costs and marginal benefits with complete
disregard for the costs imposed on others or for social efficiency. However, there is an
emergent volume of evidence that places in doubt some of the assumptions of classical
economic theory. Such studies often demonstrate that small groups in the laboratory
are likely to secure voluntary cooperation.
The diner’s dilemma gives us an opportunity to test this prediction in an environment

close to real life. We find that the theoretical predictions work: people react to changes
in incentives, and they seem to largely ignore negative externalities. These results have
great importance in the design of institutions. Institutions and rules that ignore theAQ: markets?
effect of negative externalities are inefficient—not only in theory, but also in practice.
This inefficiency is the result of people playing the equilibrium of the game, even if they
all prefer to be in a “different game” (e.g. pay the bill individually). Interestingly, when
asked which mechanism they would prefer, prior to informing them which mechanism
they would face, nineteen out of the twenty-four subjects () we asked indicated
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they would prefer individual pay over splitting the bill. However, when forced to play
according to the less preferred set of rules (splitting the bill), subjects nevertheless
minimized their losses by taking advantage of others.
Given the clear preferences of the diners in our study, we are left wondering why

we ever observe splitting of the bill in restaurants and, more importantly, in economic
institutions. We begin with the restaurant setting. Unlike our experiment, groups of
diners eating together are generally not perfect strangers but rather friends or col-
leagues. Likewise, the custom of splitting the bill is generally prevalent among friends
or colleagues, and not among strangers.This difference is critical, since with friends and
colleagues the game is repeated, so punishment strategies in response to excessive waste
are feasible. Nevertheless, one would expect some waste to result, even among friends,
since monitoring and punishment are imperfect. In that case, is there any reason why
one would prefer to split the bill?
Some cost is involved in paying individually. A part of it could be the mental cost

of figuring out one’s share of the bill, and calculating the portion of the tax and tip
that apply to that share. Another part would be the social cost of appearing stingy or
unfriendly. Given the cost of individually paying, and the ability to reduce the ineffi-
ciency of splitting the bill through repeated game strategies, itmay in fact be individually
and socially optimal to split the bill among friends. However, the danger in customs
which are based on rational decision making is that once they become conventions
they are resistant to change, even when circumstances change. For example, when you
find yourself dining with distant acquaintances you are not likely to encounter any time
soon, it may nevertheless be rude in some settings (e.g. conferences) to suggest paying
individually.
An argument of socially inefficient conventions could be made for larger and less

personal economic institutions. For example, until the th century, allocating fishing
rights in coastal waters would have been a socially inefficient proposition. However,
years of convention have produced the shibboleth of “freedom of the seas” advocated
bymaritime nations, which is most certainly socially inefficient, with large-scale fishing
methods and inexhaustible demand from a growing human population. Similarly, the
practice of common grazing areas in th-century English villages quickly became
unsustainable once populations started growing. The practice of the commons is in
fact not much different from the diner’s dilemma. Though individual incentives for
excess exist, in small communities the social mechanisms arising from repeated inter-
action and strong other-regarding preferences are in place to discourage excess con-
sumption. Once these social mechanisms are eliminated, the tragedy of the commons
results.
Finally, small groups in the laboratory, including the laboratory experiment pre-

sented here, have been shown to arrive closer to the socially efficient level than models
of selfish behavior would. Given this common result, other-regarding preferences in
many instances have been argued to be critical motives in decision making. Though
the findings in the restaurant setting cannot preclude other-regarding considerations,
they provide evidence in favor of other possible explanations for the results generally
obtained in the laboratory. Such explanations include the concern of Kim and Walker
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() thatmisunderstanding of the unfamiliar task could result in cooperation, and the
concern of Andreoni () that some cooperation could be due to confusion and lack
of experience with the task. In contrast to unfamiliar laboratory tasks, the restaurant is a
familiar setting, and ordering at a restaurant (as well as splitting the bill at a restaurant) is
a familiar task. Another possibility is that the differencemay be driven by the perception
of the subjects regarding the task. In laboratory experiments, the subjects may perceive
that they were brought to the lab in order to test their attitudes toward public goods,
fairness, etc. This perception is less likely in our restaurant setting, where subjects may
behave in a somewhat more natural manner. Though these explanations and others
remain to be studied, we hope this study has provided food for thought.

Appendix A. Participant instruction sheet
for the restaurant setting

....................................................................................................................................................................

Welcome to “Globes” Restaurant.
This experiment looks at emotions before and after eating. You therefore will be asked

to eat.
Within the next ten minutes you must perform two tasks:

. Fill out the questionnaire in front of you honestly and accurately.
. Check the menu and write down your order on the empty sheet attached to the

questionnaire. You will not have another opportunity to order. At the end of ten
minutes, the waitress will pick up your order.

It is imperative that you remain silent. That is, do not communicate with the other
participants at the table.
Following the ten minutes, before the meal, you will receive  NIS for your partici-

pation in the experiment.

[Treatment ] At the end of the experiment you will receive a bill for the food you order.
You will then have to pay the waitress. After that, you will be asked to fill out the same
questionnaire.

[Treatment ] At the end of the experiment you will receive a bill for one-sixth of the
entire bill of all participants at the table. You will then have to pay the waitress. After
that, you will be asked to fill out the same questionnaire.

[Treatment ] At the end of the experiment you will be asked to fill out the same
questionnaire. You do not have to pay the bill. The meal is on us!

[Treatment ] At the end of the experiment you will receive a bill for one-sixth of the cost
of your individual order, which you will then have to pay the waitress. After that, you will
be asked to fill out the same questionnaire.

Bon appetit!
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Appendix B. Participant instruction sheet
for the laboratory setting

....................................................................................................................................................................

Welcome.This is an experiment in decisionmaking. Youwill receive NIS for showing
up to the experiment, plus any amount that you earn in the course of the experiment.
In the next ten minutes we ask that you read the instructions and make your choice
of number of units to purchase. This is the only decision you will have to make in the
experiment. You have only one chance to make a choice, after which the experiment
ends. Hence, it is crucial that you make your choice carefully. If you have any questions,
please raise your hand but do not exclaim out loud. We expect and appreciate your
cooperation.

[Treatment ] Your choice is in terms of quantity, or number of units, you wish to
purchase. At the end of the experiment, we will pay you according to how many units
you have purchased, but we will also charge you the cost for these units. So the earnings
you take home at the end of the experiment, in addition to the show-up fee, are your
revenue from the units you bought, minus the cost of the units you bought. The table
below [Table B.] specifies the revenue and cost from each quantity you choose. The
amount you earn in this experiment is independent of the choices and earnings of other
participants.

[Treatment ] Your choice is in terms of quantity, or number of units, you wish to
purchase. At the end of the experiment, we will pay you according to how many units
have purchased, but we will also charge you the cost for these units as follows: The total
cost of the quantity you choose will be added to the total costs of others’ choices (there
are six others in your group). You will then be asked to pay one-sixth of the total cost of

AQ: five
others–
subject is the
sixth?everybody in your group.However, your revenuewill be only the revenue corresponding

Table 23B.1. The individual revenue and cost
from each quantity in the laboratory experiment

No. of units Total cost Total revenue

1 10 18
2 20 32
3 30 44
4 40 48
5 50 50
6 60 51
7 70 51.75
8 80 51.75
9 90 52
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to your individual choice. So the earnings you take home at the end of the experiment,
in addition to the show-up fee, are your individual revenue from the units you bought,
minus one-sixth of the cost of the units everybody in your group bought. The table
below [Table B.] specifies the individual revenue and cost from each quantity you
choose.

[Treatment ] Your choice is in terms of quantity, or number of units, you wish to pur-
chase. At the end of the experiment, we will pay you according to how many units have
purchased, but we will also charge you one-sixth of the cost. So the earnings you take
home at the end of the experiment, in addition to the show-up fee, are your individual
revenue from the units you bought, minus the one-sixth of the cost of the units. The
table below[Table B.] specifies the individual revenue and cost from each quantity
you choose. The amount you earn in this experiment is independent of the choices and
earnings of other participants.

I choose to get a quantity of ___________ units.
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competing
mechanisms
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michael peters

There aremany ways to sell goods to people whose values you don’t know. Auctions are
one way, but there are many others. If you buy a car or house, the seller will often engage
in a complicated negotiation process that typically involves auction-like tricks designed
to sort the low- and high-value buyers. For example, a car dealer is happy tomatch lower
prices you find at other dealers, but will warn you that his cars are in high demand, and
the car you want may no longer be available when you get back. Whether you believe
the assertion or not, the seller learns something about your value for the car when you
are willing to take that chance. Houses are often sold at auction in Australia and New
Zealand; however, in North America a very formalized offer–counter-offer process is
more common.
In North America, fixed-price sales are common (for example in supermarkets).
Yet outside North America, it isn’t hard to find markets where haggling is the norm,
even when the commodity being sold is of known quality and has a relatively low (and
commonly known) value. A visit to the night market on Temple Street in Hong Kong
gives an idea. The night market provides many alternatives to buyers, so there is little
reason for a seller to hold out for a high price (their response to this is often to offer
goods of relatively low quality).
One of the interesting things about the night market is that the ability to haggle is an
attraction of the market itself. Beyond creating a tourist attraction for North Americans
who aren’t used to bargaining, the market provides an opportunity for very low-value
buyers to buy stuff they otherwise might not want. Whether it is intended or not,
bargaining provides a way of accommodating buyers with low values.
A more familiar selling technique is restaurant reservations. In principle, restaurants
could auction their Saturday evening tables to the highest bidder. Instead, all they do is
to require reservations, then uniformly raise the prices of all their meals. Presumably,
the reservation system sorts out diners who particularly want to go to that restaurant
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from diners who simply want something to eat. Knowing that their reservation system
is selecting buyers for them, they can set higher prices.
This proliferation of selling techniques can be partly explained by simple informa-
tional considerations. For example, if a good has a commonly known value which is the
same for everyone, there is little point holding an auction in order to sell it. However,
competitive considerations are also likely to determine how goods are sold. On eBay,
sellers literally offer competing auctions. The impact of competition on eBay became

AQ: Material
here is
duplicated in
note . Please
advice.

very easy to see after the introduction of the “buy it now” option, which allows a bidder
to circumvent what would otherwise be a fairly straightforward second-price auction by
accepting a take-it-or-leave-it price offer. In data collected in  on camera auctions
at eBay, around  of all auctions were resolved using the “buy it now” option (there
were dozens of simultaneous auctions for each model).
Many Internet sellers also experiment with selling techniques. For example, domain-
name resellers like flippa.com resell domain names bundled with websites and software.
Their auction site offers sellers a variety of different techniques, including eBay-like-
second-price auctions, second-price auctions augmented with “buy it now,” and a vari-
ant of the “buy it now” in which the seller essentially conducts a first-price sealed-bid
auction. The site itself attributes some of its success to the fact that it allows sellers to
auction domain names.This encourages sellers to bundle the nameswithwebsiteswhich
suggest ways that the domains can be used.
These examples suggest that selling methods may be as important as prices in
attracting buyers. The theory of mechanism design was created to address exactly this
issue, except that, as originally formulated, the theory allows only one mechanism
designer. This chapter reviews a couple of models that explicitly model competition in
mechanisms.
Competition makes it possible to address a perplexing theoretical issue as well. The
theory of mechanism design with a single designer makes an implausible prediction.
The theorem due to Cremer and McLean () says that if buyers’ valuations are even
slightly correlated, then the seller can design a selling mechanism that provides the
same expected revenue that he would have earned had he known the buyers’ values. Of
particular interest is the implication this theorem has for the properties of the seller’s
best selling mechanism.The technique that Cremer andMcLean () used to extract
buyer surplus was to ask each buyer to commit to pay a fee after the auction finishes.
This fee depends on the bids that were submitted by all of the other buyers. Since the fee
depends only on the other buyers’ bids, a buyer could notmanipulate this fee at all.They
then showed that the correlation in valuations could be used to design the fee so that
the expected payment associated with the fee is exactly equal to the surplus the bidder
receives by participating in a second-price auction.
Whether or not conditions in existing auction markets exactly mimic the conditions
required for their theorem to hold, the result suggests that sellers’ most profitable selling
mechanisms should involve fees that depend on what other bidders do. No one has yet
come upwith a “real life” example inwhich sellers actually use these fees.The conclusion
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is that either sellers aren’t designing selling mechanisms to maximize their revenues, or
something else is going on.
In this chapter we discuss one possible resolution to this problem—competition. If
buyers have better alternatives, they simplywon’t participate in a sellingmechanism that
takes away all their surplus. Yet it isn’t the surplus extraction that presents a problem—
it is the fees contingent on others’ bids. Competition readily explains why surplus
extraction doesn’t happen, but it doesn’t seem inconsistent with these fees.

Directed Search
....................................................................................................................................................................

Competition in prices is pretty straightforward, because every buyer is attracted to a low
price. The night market example illustrates that selling mechanisms are quite different.
Haggling is attractive to low-value buyers who can demonstrate their values by walking
away, but unattractive to high-value buyers who need to find a good deal quickly.  A
change in selling mechanism may not be attractive to all buyers. One way to model
competition in mechanisms is to borrow a technique originally designed to model
competition in labor markets where search frictions were significant. We detour a bit to
explain this method before returning to competing mechanisms.
Suppose there are two firms trying to attract workers. They offer wages w and w,
with w being larger. There are two workers, each of whom applies to one and only one
of the two firms. If a firm receives a single applicant, they hire him or her. If a firm
receives two applicants, they hire one of them at random. If a firm doesn’t receive an
application, it does without a worker. If a worker applies and isn’t hired, then that worker
does without a job. A firm who hires a worker produces revenue of . Workers who
aren’t hired and firms who don’t hire both earn nothing.
The theory of directed search is based on the assumption that both workers apply to
firm  with the same probability, say π . When firm ’s wage offer rises, this probability
should increase. The firm trades off the higher wage that it offers against the higher
probability that it will hire some worker in order to determine its wage. Eventually, we
want to apply this idea to selling mechanisms. For example, it is reasonable to expect
that if a firm lowers the reserve price that it sets in an auction, then all bidder types will
be more likely to bid in that firm’s auction.

 One of the interesting things about the Temple Street night market in Hong Kong is that the stalls
where haggling occurs often obscure entrances to shops where more serious buyers can buy. Perhaps
this is the device the night market uses to keep its high-value customers.
 One of the big changes that has occurred on eBay is the emergence of the “buy it now” feature.
Rather than bidding in the auction, there is now a fixed (typically high) take-it-or-leave-it price that any
buyer can agree to pay immediately, thus ending the auction. In data collected in  for camera
auctions, about three-quarters of all the auctions ended with some buyer clicking the buy-it-now price.
Presumably, this new feature is great for high-value buyers who are anxious to get their cameras, but
bad for low-value buyers, who have to work a lot harder to find a bargain.
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In the job application problem, it is straightforward to tie down this bidding proba-
bility. Each worker is going to apply to the firmwhere it has the highest expected payoff.
If we think a worker is going to apply to two different firms with positive probability,
it better be the case that the worker receives the same expected payoff from both. In
particular, if the other worker is applying to firm with probability π , then the expected
payoff to the worker if he applies there is

π
w


+ (− π) w

The explanation is that if the other worker also applies to firm , then there is half a
chance that the worker will be hired. If the other worker applies to firm , then the
worker is hired for sure.
Using the same reasoning to compute the expected payoff associated with an applica-
tion to firm , the probability with which the worker expects the other worker to apply
to firm  had better satisfy

π
w


+ (− π) w = πw + (− π)
w


or

π = w − w
w + w

What this algebra shows is that if worker  expects worker  to apply to firm  with
probability w−w

w+w
, then worker  will be just indifferent about whether he applies to

firm  or firm . Of course, if he is just indifferent, then it wouldn’t be unreasonable to
expect him to apply to firm  with probability w−w

w+w
, so that worker  would also be

indifferent about which firm he applies to.
The application strategy π = w−w

w+w
constitutes a Nash equilibrium for the appli-

cation game that is played by the workers. This Nash equilibrium gives a very nice
description of how workers go about choosing between different firms. As is apparent
from the formula, as firm  raises its wage, both workers are more likely to apply to
firm . It is exactly that logic that we want to apply when we think about competing
mechanisms.

Competing Mechanisms
....................................................................................................................................................................

The logic we want to develop is that when a firm alters a characteristic of its selling
mechanism, this change will increase the probability with which bidders participate
in the mechanism whenever this change increases the surplus they expect to earn. To
illustrate, we can focus on auctions and assume that two firms compete in reserve prices.
Then our logic suggests that raising the reserve price (which lowers all buyers’ surplus
ceteris paribus) will reduce participation probability.
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To see the argument, suppose there are two firms, each of which possesses a single
unit of output which they hope to sell to one of two buyers. We will imagine that each
of the firms uses a second-price auction with a reserve price. Firms don’t value their
goods at all, apart from what they think they can sell them for. So we imagine the
sellers’ valuations are both . However, the sellers are explicitly concerned with how
their reserve prices will affect buyer participation, since this affects the revenue they
expect to earn from their auctions.
There are two buyers who both feel that the goods offered by the sellers are perfect
substitutes for one another. However, the buyers differ in their valuations for the goods.
We will suppose each buyer’s valuation is independently drawn from a common prob-
ability distribution F.
As in the labor market story presented earlier, we imagine that the firms begin by
describing their auctions, then each of the buyers chooses which of the two auctions
he wants to participate in. If only one buyer bids in an auction, the good is sold for its
reserve price; if two bidders bid, then the good is sold to the high bidder at a price
equal to the second-highest bid. The probabilities with which the different types of
bidder participate in seller ’s auction depend on the two reserve prices. Let π (v) be
the probability that a buyer with valuation v chooses to bid in seller ’s auction.
To see how to find the equilibrium, we use two ideas. One is a nice insight from
McAfee (), the other a standard argument in mechanism design. Let’s start with
themechanism design argument.When a bidder participates in an auction his expected
payoff is equal to his probability of winning the auctionwhen he participates, multiplied
by his value, less the price he expects to pay to the firm. The winning probability and
expected price both dependonhis value aswell as participation probabilities of the other
bidder, and the reserve price he faces. For the moment, let’s ignore the participation
probabilities and reserve price, and write this out as

Q (v) v − P (v)

where Q (v) is the probability that a seller of type v wins the auction, and P (v) is the
price he expects to pay. In the equilibrium of the second stage of the game, the bidders
will adopt some participation strategies. We have no idea at the moment what they are,
but the equilibrium participation strategy of a bidder with value v must be at least as
good for him as the strategy that would be used by a bidder with a different value, say
v′. If the bidder with value v were to adopt the participation strategy of the bidder with
valuation v′, then his payoff would be

Q
(
v′) v − P

(
v′)

In fact, since the payoff he gets by using his equilibrium strategy must be better than the
payoff he could get by using any other bidder’s strategy it must be that

Q′ (v′) v − P′ (v′) = 
when v′ = v. This tells us that in equilibrium Q′ (v) v = P′ (v) for every v.
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This is sort of helpful since the fundamental theorem of calculus tells us that

P (v) =
∫ v

v
P′ (v′) dv′ =

∫ v

v
Q′ (v′) v′dv′ ()

We can use this information to simplify the equilibrium payoff function. If we integrate
the right-hand side of equation () by parts we get

P (v) = Q
(
v′) v′∣∣v

v −
∫ v

v
Q
(
v′) dv′

If we assume that v =  just to make things simple, then the equilibrium payoff to a
buyer of type v is given by

Q (v) v − P (v) =
∫ v

v
Q
(
v′) dv′ ()

It isn’t particularly intuitive that the equilibrium payoff should be equal to the inte-
gral of the trading probability, but as you will see, it is an analytically very useful
result. It is very general in the sense that the same result will hold no matter how
many buyers there are. We use this fact later. It is very special in the sense that it
relies heavily on the assumption that buyer types are independent. To see this, simply
observe that in equation (), we treat Q′ as if it were the marginal impact of a change
in buyer type on trading probability. In fact, it is the marginal impact on trading
probability when a buyer pretends to have a higher-type, which is not the same. The
reason is that a higher-type buyer will have a different belief about the types of the
other buyers when types are correlated, whereas a buyer pretending to have a higher
type won’t.
Before going over how to simplify this, we should explain the seller’s payoffs. Provided
you recognize that the functions P and Q both depend on reserve prices the seller sets,
the seller’s payoffs can be written in a straightforward way using the information given
so far. There are two potential bidders, each of whom makes expected payment P (v)
when their type is v. The distribution of types is given by F (v), so the seller’s payoff is
just


∫ v

v
P (v) dF (v)

From equation () this is equal to


∫ v

v

{
Q (v) v −

∫ v

v
Q
(
v′) dv′
}

dF (v) ()

Now we want to simplify the buyer’s and seller’s payoffs as given by equations ()
and (). We do this using the directed search logic explained earlier along with a very
nice insight from McAfee (). A buyer with valuation v will win the auction in two



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

competing mechanisms 

circumstances: first, when the other bidder has a valuation below v; and second, when
the other buyer chooses to participate in the other auction. This probability is very
simple, and is given by:

−
∫ v

v
π
(
v′) F′ (v′) dv′

Why might this simple expression be helpful? Well, suppose we have a couple of
auctions and the bidders choose their participation strategies. Now suppose that bidder
v bids in both auctions with positive probability. Then, as in the labor market example
given earlier, the payoff that v gets in equilibrium from both auctions must be the same.
This means that

∫ v

v
Q
(
v′) dv′ =

∫ v

v
Q
(
v′) dv′

where Q and Q are the equilibrium trading probabilities for the different buyer types
at the two different auctions. The same equality should hold for all the higher types as
well, so this expression is an identity. Then the derivatives of both sides with respect to
vmust also be equal that is:

Q (v) = Q (v)

or, using McAfee’s idea,
∫ v

v
π
(
v′) F′ (v′) dv′ =

∫ v

v
π
(
v′) F′ (v′) dv′

Now since the original expression is an identity, we can differentiate again to get

π (v) F′ (v) = π (v) F′ (v)

or π (v) = π (v) = 
 for every buyer type who participates in both auctions.

This is quite different from from the labor market example. What it implies is that
when a seller adjusts his reserve price, what he changes is not the participation proba-
bilities, as in the labor market example, but the set of buyer valuations that apply. When
a seller raises his reserve price, he chases away some of the lowest-valuation buyers
completely.Thismeans that the high-valuation buyers are less likely to face an opponent.
It is this that keeps the higher-valuation buyers indifferent.
The main lesson from this argument is that when sellers compete in auctions, they
aren’t competing directly for the high-valuation buyers; it is only the low-valuation
buyers who change their behavior in response to changes in their mechanisms.
It is easy enough to find the rest of the equilibrium in the second stage, where the
buyer chooses where to bid. If the reserve prices are r < r, then it is pretty obvious that

 This is just  minus the probability that the other buyer both has a higher valuation and comes to
the same auction.
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buyers whose valuations are below r won’t bother to bid at all. Buyers whose valuations
are between r and r will bid with seller  for sure, since they can’t afford (i.e don’t want)
to pay seller ’s reserve price. Even buyers whose valuation is slightly higher than r are
going to restrict their bidding to seller . Such buyer types aren’t likely to win either
auction. However, even if they are the only bidders at the auction, they only get a tiny
surplus with seller . If they are the only bidder with seller , they get a much larger
surplus because seller ’s reserve price is lower.
Suppose that v∗ is the lowest bidder type who bids at seller ’s auction. Since buyers
with lower valuations all go to seller  for sure, he will pay seller ’s reserve price if
he wins, but he can win only if no other bidder participates. The probability that this
happens, as described earlier, is − 



∫ v
v∗ F′ (v′) dv′ = − −F(v∗)

 .
Putting all this together makes it possible to determine the value for v∗. The payoff
that the marginal buyer of type v∗ receives when she bids with seller  is

(
v∗ − r

) (
− − F (v∗)



)

This should be just equal to the payoff she gets by bidding at seller  instead. As we
explained, this is the integral of the trading probability with seller  up to the value v∗.
Buyers whose values are below r never trade with seller . Buyers whose valuations are
below v∗ (but above r) trade as long as the other bidder either has a lower valuation, or
chooses to bid with seller . This probability is given by

− (F (v∗)− F (v)
)− − F (v∗)



So v∗ is determined by the condition that

(
v∗ − r

) (
− − F (v∗)



)
=
∫ v

r

{
− (F (v∗)− F

(
v′))− − F (v∗)



}
()

All that is left is to write down the profit functions for the two sellers. For seller ,
who charges the high reserve price, it is most straightforward since the marginal buyer
type is highest. From equation (), the high-reserve-price seller’s profits are


∫ v

v

{
Q (v) v −

∫ v

v
Q
(
v′) dv′
}

dF (v)

= 
∫ v

v∗


{(
− − F (v)



)
v −
∫ v

v∗


(

− − F
(
v′)



)

dv′
}

dF (v) .
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Integrating the second term by parts gives


∫ v

v∗


(
− − F (v)



)
vdF (v)−



⎧
⎨

⎩

∫ v

v∗


(

− − F
(
v′)



)

dv′F (v)

∣∣
∣∣∣

v

v∗


−
∫ v

v∗


F (v)
(
− − F (v)



)
dv

⎫
⎬

⎭

= 
{∫ y

v∗


(
v − − F (v)

F′ (v)

)(
− − F (v)



)
F′ (v) dv

}
()

This is a complicated function of the high-reserve-price seller’s reserve price, r. Yet it is
quite a simple function of the high-reserve-price seller’s cut-off valuation, v∗

. Once the
cut-off valuation, is high enough such that v∗ > −F(v∗)

F′(v∗) , the seller will have no interest
in raising his cut-off valuation by raising his reserve price. To understand equilibrium,
it is then necessary to understand what happens to the seller who sets the low reserve
price.
Following the same logic as above, the low-reserve-price seller has payoff


{∫ y∗



r

(
v − − F (v)

F′ (v)

)
F
(
y
)

F′ (v) dv
}

+ 
{∫ y

v∗


(
v − − F (v)

F′ (v)

)(
− − F (v)



)
F′ (v) dv

}
()

Once again, this is a fairly simple function of the cut-off valuations of the two sellers.
However, there is one significant complication. As the low-reserve-price seller cuts his
reserve price, r, he changes both the cut-off valuations v∗

 for the high-reserve-price
seller.This is apparent fromequation (). In particular, when the low-reserve-price seller
cuts his reserve price slightly, he raises the cut-off valuation at the high-price seller. In
particular, this causes some buyer types who are bidding with equal probability at both
sellers to decide to bid for sure at the low reserve price. So just as we wanted, cutting the
reserve price draws customers away from the high-reserve-price seller.
The monopoly reserve price in a single-seller auction is the reserve price such that
the buyer v∗ whose type satisfies v∗ = −F(v∗)

F′(v∗) is just indifferent to bidding. Notably, this
“optimal” reserve price is independent of the number of bidders. The argument shows
why it cannot be an equilibrium for both sellers to set this monopoly reserve price when
there is competition. Each of the sellers has an incentive to cut reserve price slightly to
steal some of the customers away from the other seller. Once again, the customers who
are attracted to this are not the high-value bidders. Instead, it is those bidders whose
values are close to the reserve price anyway.
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Calculating equilibrium reserve prices

ANash equilibrium for the game just described can be defined as a pair of reserve prices
that are jointly best replies to one another. In the story above, a seller attracts bidders
from the other seller by lowering reserve prices. The cost of this is that the seller is now
selling to some buyer types for whom v < −F(v)

F′(v) . From equation (), it is apparent that
the seller lowers his profits slightly by selling to these buyers. In a Nash equilibrium, the
marginal cost of selling to these buyersmust be just offset by themarginal gain of selling
to the higher-valuation buyers. Burguet and Sakovics () analyze this game and show
that equilibrium is in mixed strategies. Reserve prices in this mixed equilibrium are
strictly larger than the seller’s cost, but strictly less than the monopoly reserve prices.
Some auction markets are much more competitive than this example suggests. For
example, a search for digital camera auctions on eBay will turn up thousands of oppor-
tunities to bid. Even if the auctions involve very different kinds of camera, this still
provides hundreds of opportunities to bid on a new version of any particular model. In
such large markets, sellers have a very small chance of attracting any of the high-value
bidders. Instead of getting each high-value bidder with probability  , as occurs in the
example, the seller gets each of them with probability 

 . By itself this isn’t a problem
since there are typically a lot more bidders to compete over.
However, this makes a big difference when the seller cuts his reserve price relative to
the other sellers. Then, instead of raising the probability that higher-valuation bidders
will bid in his auction from  to , he raise it from


 to , and this has a big and positive

impact on his profits. Peters and Severinov () shows that as the number of bidders
and sellers becomes very large, as it does in the eBay camera auction, it is profitable to
cut reserve prices whenever they are positive. This result doesn’t show that equilibrium
reserve prices are zero when the number of buyers and sellers is large. When all sellers
are identical and all reserve prices are zero, each seller has an incentive to raise his
reserve price if there are enough buyers. A pair of papers establish the convergence of
equilibrium in finite competing auction games. Hernando-Veciana () shows that
when there are a finite number of reserve prices, then very generally there will be an
equilibrium in a large finite competing auction game inwhich each seller sets his reserve
price equal to his value. More recently, Virag () shows that in finite competing
auction games with a continuum of feasible reserve prices, if all sellers are identical,
mixed strategy equilibrium exists among sellers. As the number of buyers and sellers
becomes large, all reserve prices converge in distribution to the sellers’ value.
These are quite a significant results. Recall from the earlier discussion that the

monopoly reserve price ensures that a buyer whose type satisfies v∗ = −F(v∗)
F′(v∗) is just

indifferent about whether or not to bid. The odd thing about this result is that this
“optimal” reserve price is very sensitive to what the seller thinks the distribution of bids
is. In this sense the optimal auction is like the Cremer–McLeanmechanism—to find the
optimal reserve price requires a careful calculation involving information that is hard to
get. The competitive results in Peters and Severinov () and the convergence results
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in Hernando-Veciana () and Virag () explain how competition among sellers
eliminates this counterintuitive result. In a large enough market, all the seller needs to
know in order to set his reserve price is his own selling cost, more or less exactly what
we assume he would do in a simple competitive market.
The competing auction game is complex because a seller has to explicitly calculate
how a change in his own mechanism will affect the payoff that buyers get by going to
some othermechanism—an effect that disappears asmarkets become large. It is possible
to get around some of the complexity associated with the competing auction game
by assuming that sellers behave “competitively” in relatively small markets. Usually,
competitive sellers are price takers. Obviously, they can’t literally be price takers, since
price setting is an integral part of the mechanism that they offer. Instead, we might try
to capture the competitive flavor of the limit results described earlier by assuming that
sellers are “payoff takers.” In other words, they believe that there is a market payoff that
they have to provide buyers in order to attract them to their mechanisms.
The thing that makes this assumption nice is that, like price takers, they also believe
that provided they offer buyers this market payoff, they can have any distribution of
buyer types that they want.The trade-off that sellers have to work out when they design
their mechanism is that the more buyers they plan to attract and the higher their types,
the more competition buyers will face when they come. So sellers have to pick the types
and participation probabilities that they want in such a way that all they types they
expect to attract earn their market payoff. We turn now to this formulation.

Competitive Equilibrium in Mechanisms
....................................................................................................................................................................

In this section we return to the more general problem of equilibrium mechanisms. In
particular, we want to add back correlation in valuations to create an environment like
the one in Cremer–McLean in which a monopoly seller can extract all buyer surplus.
We want to show that there is a unique symmetric “equilibrium” in which all sellers
offer to run second-price auctions with reserve price equal to their cost. The surprising
thing about this result is that competition will prevent sellers from using Cremer–
McLean-type entry fees to extract surplus. Thus we have an argument that shows why
competition keeps mechanisms simple.
There are a couple of remarks that need to be made before we proceed. First, we are
going to restrict sellers to mechanisms that are “direct” in the naive sense that alloca-
tions depend on buyers’ payoff types. Buyers’ types are complex objects in competing
mechanism games. These types include market information that a seller would want.
For example, sellers might want to ask bidders to tell them whether some other seller
has deviated from some convention that is usually used in the industry.

 An appropriate formulation of bidder types is given in Epstein and Peters ().
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Second, we use a competitive market payoff-taking assumption. Sellers will choose
the distribution of types they want conditional on participants all receiving theirmarket
payoff when this distribution is realized. In equilibrium, the distributions that sellers
choose will coincide with the true distribution of types that they face. However, as in all
competitive models, the same will not be true outside equilibrium. If a seller deviates,
he will typically anticipate a distribution that does not coincide with the distribution
associated with the continuation equilibrium among buyers that follows his deviation.
This is analogous to the idea that in a Walrasian equilibrium a buyer can deviate from
his equilibrium demand and imagine the payoff he would get from buying more of
some good, even though he wouldn’t be able to find more of this good at prevailing
prices.
This description of a large sub-market on eBay seems plausible. Camera sellers, for
example, aren’t likely to know much about all the different alternatives buyers consider
before choosing to participate in their auctions. Certainly, other active sellers on eBay
are observable. Yet buyers also purchase from standard retail outlets. Since sellers don’t
know where buyers live, they can’t know much about these alternatives. On the other
hand, many of the camera sellers have lots of experience selling on eBay.They are likely
to know approximately what payoffs they need to offer buyers to keep them bidding.
Generally, the eBay camera market is embedded in a much larger market that sellers
may not fully understand, so that competitive assumptions about how thismarket works
seem reasonable.
It should be mentioned at this point that a fully game theoretic treatment of the
competing auction market runs up against a problem. Absent equilibrium refinements
or explicit restrictions on feasible mechanisms, competing mechanisms can be used to
support a large variety of equilibrium allocations. Some stand has to be taken on how to
restrict players in order for the model to have any predictive content at all. The “market
payoff” assumption is the restriction adopted here.
In themarket there are s sellers and n bidders. Each seller has a single unit of output to
sell. He has no cost of offering this output for sale. Each bidder wants to acquire exactly
one unit. Bidders have valuations xi. A bidder who buys a unit of output at price p earns
surplus xi − p. The seller in this transaction earns p. Sellers offer direct mechanisms;
bidders choose to participate in one and only one of these mechanisms.
A direct mechanism is a pair of functions q : [, ]n → [, ]n, and p : [, ]n → R

n.
The array q (x) is a vector of probabilities with which objects are awarded to each of
the different players, depending on their types. The sum of these probabilities should
be less than or equal to one. The function p (x) specifies a vector of payments to or
from each bidder. These functions should specify probabilities and payments only for
participating bidders. To compensate we will treat non-participants as if they had value
xi = . Feasible mechanisms are then required to assign qi (xi, x−i) = pi (xi, x−i) = 
for any bidder i who has valuation .

 The most general folk theorem in this regard is Peters and Troncoso-Valverde (); however, the
basic idea is due to Yamashita ().
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Themarket is subject to an external shock, y, which is distributedG
(
y
)
on some com-

pact interval. Sellers face a joint distribution of typesZ
(
x, . . . , xn|y

)
, which depends on

the external shock. However, they also believe this distribution is related to the direct
mechanism that they offer. Specifically, they believe the market provides a bidder of
type xi a payoff β

(
xi|y
)
. Sellers don’t think they have any impact at all on this market

payoff.They also believe they can support any distribution of buyer types that they like,
provided the mechanism they offer provides each buyer type with at least her expected
payoff when buyers have the same belief about this distribution.
The surplus for a seller who offers mechanism

(
q, p
)
and faces distribution Z

(
x|y) is

given by
∫ ∫

p (x) dZ
(
x|y) dG

(
y
)

()

A bidder who participates in seller j’s mechanism and shares the seller’s beliefs earns
surplus

∫ ∫ [
xiqi (xi, x−i) − p (xi, x−i)

]
dZ
(
x−i|xi, y

)
dG
(
y
)

Given the market payoff function β , the seller chooses his mechanism
(
q, p
)
to maxi-

mize equation () subject to the constraint that
∫ ∫ [

xiqi (xi, x−i) − p (xi, x−i)
]

dZ
(
x−i|xi, y

)
dG
(
y
) ≥
∫

β
(
xi|y
)

dG
(
y
)
()

for each xi in the support of (the marginal distribution associated with) Z.
Bidders are more sophisticated. They share the belief that valuations are condition-

ally independent, with distribution F
(
xi|y
)
on the interval [, ]. Implicit in this is the

assumption that valuations lie between  and . The joint distribution of valuations that
buyers face is then given by

∫ n∏

i=
F
(
xi|y
)

dG
(
y
)

Bidders adopt a symmetric participation strategy πj (xi) which gives the probability
with which they will participate in the mechanism offered by seller j (they can partic-
ipate in only one mechanism). Given a participation strategy πj for seller j, the true
distribution of types faced by seller j is given by

zj (x, . . . , xn) =
∫ [∏

i

−
∫ 

x
πj
(
x′) dF
(
x′|y)
]

dG
(
y
)

A participation strategy {π (·) , . . . ,πs (·)} is a continuation equilibrium if the sum of
these participation strategies across sellers is less than or equal to one and
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∫ [
xiq

j
i (xi, x−i) − pj

i (xi, x−i)
]

d
∫
⎡

⎣
∏

i′ �=i

−
∫ 

xi′
πj
(
x′) dF
(
x′|y)
⎤

⎦ dG
(
y|xi
) ≥

∫ [
xiq

j′
i (xi, x−i) − pj′

i (xi, x−i)
]

d
∫
⎡

⎣
∏

i′ �=i

−
∫ 

xi′
πj′
(
x′) dF
(
x′|y)
⎤

⎦ dG
(
y|xi
)

for each j for which πj (xi) > .
A symmetric equilibrium in mechanisms is a common mechanism,

(
q, p
)
, to be used

by each firm, a common conditional distribution function, Z
(
x|y), and a market payoff

function β having the property that
(
q, p
)
and Z jointly maximize equation () subject

to equation (), and such that

∫ [
xiqi (xi, x−i) − pi (xi, x−i)

]
d
∫
⎡

⎣
∏

i′ �=i

−
∫ 

xi′
πj
(
x′) dF
(
x′|y)
⎤

⎦ dG
(
y|xi
)

=
∫ ∫ [

xiqi (xi, x−i) − p (xi, x−i)
]

dZ
(
x−i|xi, y

)
dG
(
y
) =
∫

β
(
xi|y
)

dG
(
y
)
()

for each xi in the support of Z, where π = π = · · · = πs = π is a continuation equi-
librium.
When all sellers offer an equilibriummechanism, the distribution of types they expect
to face is equal to the distribution of types associated with a continuation equilibrium.
What makes this non-standard is what happens when there is a deviation. If a seller
unilaterally chooses some other mechanism, he will expect a new distribution which
provides each bidder the expected payoff they had before the deviation. In a sub-game
perfect equilibrium, the payoff associated with the continuation equilibrium following
a deviation would be different from what it was before the deviation. So, generally,
sellers, expectations are incorrect out of equilibrium (as is true in every competitive
model).

Efficient mechanisms

We nowwant to use the Cremer–McLean idea to show that there is a unique symmetric
equilibrium. The main part of this argument shows that equilibrium mechanisms have
to be efficient.
The approach that Cremer and McLean used was to imagine that some mechanism,
say a second-price auction, is being used by a seller, and that this mechanism gen-
erates a payoff β (x) to participants. They suggested the seller augment the auction
with a menu of fees, {ωθ (x, . . . , xn)}. The variables x through xn are intended to
represent the “bids” of the other participants. The variable θ simply indexes the fee
schedule. In their story, there is a finite number of possible values for θ . In the new
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mechanism, participants would submit their bid as before, and, in addition, select one
of the fee schedules. They provide a condition on the joint distribution of valuations
such that for any continuous function β : [, ]→ [, ], amenu of fees could be created
such that

β (x) = min
θ

∫
ωθ (x, . . . , xn)

n∏

j=
dF
(
xj|y
)

dG
(
y|x) ()

for each x in the finite support of the distribution F. Each of a finite set of buyer types
would choose one fee schedule (the one that minimized her expected fee conditional on
her interim belief). This formulation has the property that the expected fee chosen by
each bidder type is exactly the surplus they expect from the auction. Provided bidders
bid their true values in the action, requiring them to select one of these fees ensures
that their expected surplus from participation in the auction is zero. The second-price
auction allocates the good to the bidder with the highest value, so that the expected
surplus the seller earns is the same as his surplus under complete information.
The exact formulation is in the original article by Cremer and McLean (). The
extension to the continuous case is difficult and is discussed in McAfee et al. ().
They provide conditions under which equation () will hold approximately when the
number of fees in the schedule is finite. As they assume that the distribution of type
is absolutely continuous, their assumptions don’t work in the competitive case since
there is a strictly positive probability that buyers won’t participate at all. Peters ()
shows that their assumptions also ensure that fees can be designed to satisfy () in a
competitive market assuming that fees are based on bids of participating bidders.
All we are interested in here is how to use the Cremer–McLean argument to under-
stand the competitive case. So, rather than dealing with these issues here, we will simply
assume that the joint distribution of types has enough correlation to support these fees
when bidders choose among mechanisms with equal probability. In particular:

Definition . The joint distribution of types has the Cremer–McLean property if for any
continuous function β, there exists a family of fees {ωθ } mapping [, ]n− → R such that

β (x) = inf
θ

∫
ωθ (x, . . . , xn)

n∏

j=
d

[

−
∫ 

xj


s
dF
(
x′|y)
]

dG
(
y|x)

Our argument will then involve three parts. First, we are going to use the Cremer–
McLean idea to show why competitive mechanisms must always allocate the object to
the bidder with the highest value. The argument is to suppose that this isn’t true and
that sellers are using mechanisms that inefficiently allocate. Sellers have the option of
replacing their mechanismwith one that efficiently allocates.The complication of doing
this is that such amechanismmay not provide the buyers the seller wants to attract with
their market payoff. Here we will apply the Cremer–McLean idea, and augment existing
fees with a new set that will just compensate all buyer types for their lost surplus, and
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extract any extra surplus that the newmechanismmight create.This allows the seller to
extract all the surplus gains from switching to an efficient mechanism.
This much establishes that every equilibrium involves mechanisms that allocate the
good to the participant who has the highest valuation.Then, if all other sellers are offer-
ing second-price auctions with zero reserve price, no seller can improve his expected
surplus by doing otherwise.
Finally, we show that the payoff function associated with second-price auctions is the
only one that can satisfy our equilibrium conditions.

Theorem . If the joint distribution of types has the Cremer–McLean property, then every
competitive equilibrium in mechanisms has sellers using efficient mechanisms that award
the good to the bidder with the highest value.

Proof : Suppose
(
q (·) , p (·)) is an equilibrium mechanism, and that it is not efficient in

the sense that there is an event, E, having strictly positive probability for which ti > tj
for all j, and q (ti, t−i) < . Observe that since the bidders’ payoff is always equal to the
market payoff

∫
β
(
x|y) dG

(
y
)
, the seller’s profit can be written as the total surplus, less

what the seller expects to give to each participating bidder. That is:

∫ {∫
· · ·
∫ n∑

i=
q (xi, x−i) xidZ

(
x, . . . , xn|y

)− n
∫

β
(
x|y) dZ

(
x, . . . , xn|y

)
}

dG
(
y
)

()

In a symmetric competitive equilibrium, sellers’ expectations about the distribution
of types they face must be correct, so this must be equal to

∫ {∫
· · ·
∫ n∑

i=
q′ (xi, x−i) xid

[

−
∫ 

xj


s
dF
(
x′|y)
]

−n
∫

β
(
x|y) d
[

−
∫ 

xj


s
dF
(
x′|y)
]}

dG
(
y
)

Now replace themechanism
(
q, p
)
with a simple second-price auction

(
q′, p′) (which,

in particular, is an efficient and incentive compatible mechanism). Observe that

∫ {∫
· · ·
∫ n∑

i=
q′ (xi, x−i) xid

[

−
∫ 

xj


s
dF
(
x′|y)
]

−n
∫

β
(
x|y) d
[

−
∫ 

xj


s
dF
(
x′|y)
]}

dG
(
y
)

strictly exceeds equation ().This comparisonwill be irrelevant if replacing the original
mechanism with a second-price auction leaves some buyer types with a payoff that
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is less than their market payoff. To ensure this doesn’t happen, we can augment the
second-price auction with a fee. Let

α (x) =
∫ {

β
(
x|y)−

∫ ∫
· · ·
∫ n∑

i=

{
q′ (xi, x−i) xi − p′ (xi, x−i)

}
dZ
(
x−i|xi, y

)
}

dG
(
y
)

By the Cremer–McLean property, there is a menu of fee schedules ωθ such that

α (x) = min
θ

∫ ∫
· · ·
∫

ωθ (x−i) d

[

−
∫ 

xj


s
dF
(
x′|y)
]n−

dG
(
y
)

Now, if we augment the second-price auction by requiring each player to choose any
of the fee schedules that he likes, a bidder of type x will choose the fee indexed θ (x).
If he does so, then he is participating in a mechanism

(
q′, p′ (xi, x−i) + ωθ(xi) (x−i)

)
. By

construction, this scheme provides each participating player exactly his market payoff.
No player has an incentive to misrepresent his type under this new mechanism since
the fees don’t depend on his type report, and nothing else in the mechanism depends
on which fee the bidder chooses. However, the mechanism does give the seller strictly
higher profits.This contradiction shows that equilibriummechanisms must be second-
price auctions augmented by Cremer–McLean like fees.
This makes the equilibrium slightly simpler. However, it still admits the possibility
that sellers might extract full surplus in equilibrium. To rule this out, what we need
is a restriction that allows sellers to use the fees outside of equilibrium. McAfee et al.
() provide a condition under which the Cremer–McLean property holds approxi-
mately when joint distributions are absolutely continuous with respect to the Lebesque
measure. Their theorem doesn’t apply to the competing mechanism case, since the
distribution associated with the symmetric equilibrium is not absolutely continuous.
Peters () provides the extension of their theorem to allow for atoms in the joint
distribution. We do not want to get into these mathematical issues here, so we provide
a stronger set of restrictions.

Definition . The joint distribution of types satisfies the extended Cremer–McLean prop-
erty if there is some ε >  such that for every family of conditional distribution functions
Z
(
x|y) satisfying

∫

B

[

Z
(
x|y)−

[

− −
∫ 

xj


s
dF
(
x′|y)
]]

≤ ε

on each measurable subset B of [, ], and every continuous function β there is a family of
fees
{
ωZ

θ

}
such that

β (x) = inf
θ

∫
ωZ

θ (x, . . . , xn)

n∏

j=
d
[
Z
(
x|y)] dG

(
y|x)
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The extended Cremer–McLean property extends the surplus extraction property
from the true distribution of types to a weakly open set of distributions around the
true distribution. The implication of this property is that, at least for small changes in
the distribution of types, the seller can always adjust fees so that bidders who participate
earn their market payoff.
We can now finish the theorem.

Theorem . If the distribution of types given by the family of conditional distributions
F
(
x|y) satisfies the extended Cremer–McLean property, then there is a unique competitive

equilibrium in mechanisms in which all sellers offer second-price auctions with zero reserve
price.

Proof : In equilibrium, sellers choose a distribution of types that maximizes their
expected payoff conditional on buyers receiving their market payoff when this distri-
bution of types is realized. By the extended Cremer–McLean property, there is a weakly
open neighborhood of the symmetric distribution in which sellers can design fees to
compensate bidders for changes in their mechanisms. From the argument in theorem ,
if the seller wants one of these distributions, he might as well use a second-price auction
augmented by fees to support it. So his payoff when he chooses one of these alternative
distributions will be

∫ {∫
nxiZ
(
xi|y
)n− dZ

(
xi|y
)− n
∫

β
(
xi|y
)

dZ
(
xi|y
)
}

dG
(
y
)

The second term integrates by parts to

∫ {
β
(
|y)−
∫

Z
(
x|y)β ′ (x|y) dx

}
dG
(
y
)

Similarly, the first term can be integrated by parts to

∫ {
−
∫

Z
(
x|y)n dx

}
dG
(
y
)

Putting them together gives the expression

∫ {(
− β
(
|y))−

∫ {
Z
(
x|y)n − nZ

(
x|y)β ′ (x|y)} dx

}
dG
(
y
)

()

Since the seller’s payoff should bemaximum in equilibrium, the conditional distribution
Z
(
y|y) should satisfy the necessary condition for point-wise maximization

Z
(
x|y)n− = β ′ (x|y)
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If Z coincides with the distribution supported by the symmetric continuation equilib-
rium, this resolves to

[

− − F
(
x|y)

n

]n−
= β ′ (x|y) ()

As we showed in equation () above, this means that, apart from a constant, the condi-
tional payoff function β

(
x|y)must coincide with the payoff function associated with a

second-price auction in which each bidder participates in each auction with the same
probability.
If
∫
β
(
x|y) dG (x) =  on some non-degenerate interval, then ∫ β(x|y) dG (x) = ,

which implies that Z
(
x|y)n− = β ′ (x|y) =  on this interval. Then Z

(
x|y) =[

− −F(x|y)
n

]
= , which can’t be satisfied any by distribution F

(
x|y).This ensures that

∫
β
(
x|y) dG

(
y
)

>  for all x.
Finally,

∫
β
(
|y) dG

(
y
) = , otherwise, by continuity, sellers would not want to

attract buyers whose types are close enough to .
The argument that the second-price auctionwithout reserve price is an equilibrium is
straightforward.The seller will want every buyer whose type is at least his market payoff
to participate. If all other sellers are offering second-price auctions, this will be so for all
types.

Conclusion
....................................................................................................................................................................

We have reviewed the basic theory of competing mechanisms. A partial equilibrium
analysis suggests that competition will ensure efficiency. In models in which types are
assumed to be independent and sellers are restricted to auctions, it has been shown
that the equilibrium in the partial equilibrium model approximates the equilibrium in
large finite games. Hopefully the same property is true in themore general environment
considered here, but a proof of this has not yet been established.
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three case studies of
competing designs in
financial markets

...........................................................................................................

nir vulkan and zvika neeman 

Introduction
....................................................................................................................................................................

Atmost major derivatives exchanges, traders face a choice between two parallel trading
venues for the exchange of contracts. Theories of mechanism selection can help us
better understand the growing trend of centralized and decentralized markets coex-
isting in leading stock exchanges. We begin by reviewing the literature on mecha-
nism selection, which can be broadly classified into three main categories: cost-based,
information-based, and strategy-based literature. Of course, these are by no means
mutually exclusive.

The chapter is based on three Oxford theses of our students. The master’s thesis
by Felix Momsen () tests three complementary hypotheses concerning the deter-
minants of exchange mechanism selection at a European, a Japanese, and two North
American derivatives exchanges. Firstly, there is evidence that transaction costs affect
traders’ choices between exchange mechanisms; at exchanges with higher contracting
costs for block trades, bilateral negotiations are less important than centralized trades
for the exchange of derivatives contracts. Secondly, findings concerning a strategic trade
mechanism are mixed; except for the expansion of centralized trades at Eurex there is
limited evidence of long-run shifts in an exchange’s centralized market where prices
are independent of individual reservation value. Lastly, there is support for a short-run,
risk-induced explanation for trade mechanism selection. When liquidity falls and thus

 We are grateful to Felix Momsen, Simon Henry, and John Hutchins for their efforts. Our thanks go
to Ammara Mahmood in helping us organize the materials in this chapter.
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execution risk rises in the centralized market of a derivatives exchange, block trading
increases in popularity relative to centralized trading.

An undergraduate thesis by SimonHenry () examines the introduction of choice
of traders in the London Stock Exchange, where an electronic exchange, SETS (Stock
Exchange Electronic Trading Service) has been introduced in parallel to the existing
dealership market. The main focus was on cost differences between the two trading
systems, information and strategic factors that contribute to the routing decisionsmade
by traders. The analysis further reveals that sector volatility has a decisive influence on
the effects of the other factors.

And finally another undergraduate thesis, by JohnHutchins (), assesses the long-
term trends in choice of mechanism for trade at the New York Stock Exchange (NYSE),
by comparing the share of orders held by the NYSE itself, a hybrid limit-order/dealer
market, with a relatively new group of market centers called Electronic Communica-
tions Networks (ECNs). Market share in orders of the smallest size categories and most
volatile industries is shifting from the NYSE to the ECNs, provided there is sufficient
liquidity in the ECNorder books, while the largest orders and in the least volatile sectors
are shifting back to the NYSE. Evidence is also presented that shows that the NYSE is
the market center of choice in periods of high volatility, but trade in the most volatile
industries is shifting fastest to the ECNs in small orders. These three thesis projects
form the basis of the case studies we look at in this chapter. Before we review their
findings, we first review the finance literature, which can be divided to three main
strands: explanation of choice of trading based on costs, information and strategic
choice.

We now review the three strands of the literature.

The literature on mechanism selection
....................................................................................................................................................................

Cost-based literature

When an investor wishes to trade a homogeneous commodity, such as a security, the
principal objective will be to maximize profit. Investors seek to buy at low prices and
then sell at higher prices, with minimal associated costs. There are, in fact, several costs
associated with trading securities, some variable (bid–ask spread), while others are
fixed (subscription fees). According to the cost-based literature, mechanism selection
is a balance between two different cost structures. In order for two mechanisms to run
parallel to each other, there has to be a difference in cost structures between alternatives.

Several empirical studies test the impact of cost difference on choice of tradingmech-
anism. DeJong et al. () use a two-month tick data-set to estimate the effect of a
specific type of transaction cost, namely bid–ask spreads, on the choices of stock traders

 The bid–ask spread essentially represents the cost of the trading through a dealer.
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between the centralized auction market of the Paris Bourse and the SEAQ, the quote-
driven, decentralized dealership system at the London Stock Exchange (LSE).They find
that for French equity orders of small and normal market sizes, different measures of
bid–ask spreads are lower at the Paris Bourse than at the LSE, while the opposite holds
for very large orders. DeJong et al. () observe that transaction costs determine
where orders are traded, as the centralized market of the Paris Bourse attracts relatively
more small orders, whereas the LSE’s bilateral exchange system is more popular for the
exchange of large orders.

In a similar study, Huang and Stoll () compare transaction costs in the form of
bid–ask spreads across rival trading routes. Over a period of one year they focus on two
paired samples of stocks traded either via the decentralized dealermarketNASDAQ(the
National Association of Securities Dealers Automated Quotations) or the centralized
auction market of the NYSE. In line with Christie and Schultz (), Huang and Stoll
() find that spreads are roughly twice as large on NASDAQ as on the NYSE. Unlike
DeJong et al. (), Huang and Stoll () rule out liquidity differences between the
two exchange mechanisms as potential causes of the observed differences between
spreads. Instead, they emphasize that transaction cost differentials persist because of
other determinants of exchange mechanism selection, on which NASDAQ enjoys a
competitive edge over the NYSE. These factors are related to differences in the trading
rules that apply to the alternative exchange mechanisms.

Another stream of literature looks at the impact of transaction costs associated with
bid reduction and zero quantity spread. A central theme of this literature is trade size.
Bid reduction represents a transaction cost that varies according to the size of the order
(Viswanathan and Wang, ). On the dealer market, the larger the order, the lower
the bid will be, as the market maker is able to reduce the cost of trading per share, while
still covering his costs. On the order book, the costs are inherent in the transaction cost,
and therefore as the size increases so do the costs. Traders with large trades favor the
dealer market, while smaller trades are more commonly routed through the order book
(e.g. Bagliano et al., ; DeJong et al., ). This makes the hybrid structure more
profitable for traders.

Another strand of the cost-based literature explores how trade mechanism selection
is affected by risk differentials between a stock exchange’s centralized auction market
and its decentralized dealership system. In line with Haigh et al.’s () assertion
and Momsen’s () models, risk-averse equity traders prefer the “implicit insurance”
(Pagano and Roell, ) of “firm prices” (Bagliano et al., ) quoted by dealers over
exposure to price and execution risk inherent to trading via exchanges’ auctionmarkets.
The literature has identified a further type of risk that traders of large equity orders
may be able to hedge by means of bilateral negotiations in dealer markets. For instance,
Seppi () builds a model of adverse selection, under which block brokers of an
exchange’s dealermarket protect traders (for reputational reasons) from being exploited
by asymmetrically better-informed counterparties in the exchange’s centralizedmarket.
Cheng andMadhavan () fail to reject this theory empirically. However, since block
trades in derivatives are negotiated directly between the participating sides without the
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intermediate screening of counterparties by brokers, an explanation for trade mecha-
nism selection of this type does not apply to derivatives markets.

Ellul et al. () consider liquidity as the foremost reason affectingmechanism selec-
tion. Traders may be prepared to pay a higher transaction cost so that orders are pro-
cessed immediately, rather than waiting for orders on the other side of the market. Due
to the discrete nature of the order book, as the trade size increases there is less chance
of finding natural liquidity.This demand for immediacy and continuity, combined with
the execution risk, justifies the dealer’s power to demand the additional transaction costs
(Grossman and Miller, ). Large trades are directed through the dealership system
due to the guaranteed liquidity, the significantly greater depth provided, and the fact
that the price impact of large trades is far smaller on the dealer market than on the
order book (Cheng and Madhavan, ).

Information-based literature

Themost widely explored area in information-based explanations of mechanism selec-
tion deal with the issue of transparency. Pagano and Roell () define transparency
as the extent to which market makers are able to observe the size and direction of
current order flow. The idea that greater transparency lowers trading costs is popular,
and central to information-based arguments. Transparency reduces the opportunities
that informed traders have of taking advantage of those that are uninformed (Madhavan
and Smidt, ). Auction markets are inherently more transparent than dealer mar-
kets; all information is available to all participants, whereas dealer markets display very
limited information. Extant literature describes how trade disclosure through call auc-
tions blends diverse information from the traders to achieve informational efficiency,
whileminimizing adverse selection problems, inherentwith informational asymmetries
(e.g. Admati and Pfleiderer, ; Economides and Schwartz, ; Pagano and Roell,
).

Strategy-based literature

Traders’ strategic motivation for choosing between alternate trademechanisms is empir-
ically least developed. The strategy-based literature suggests that mechanism selection
is part of a strategy that incorporates the costs, the information disseminated, the other
investors and traders, and the timing of orders. Snell and Tonks () conclude that
inside information has a large influence on the stock price movements, so the value
of sequential trading in revealing information (and reducing trading costs) is high. In
contrast, where liquidity trading is the predominant source of stock price volatility, the
value of competitive bidding in reducing trading costs is high, so the order book is
preferred.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

case studies of designs in financial markets 

The games in this field of the literature are rooted in the previous cost-based and
information-based literature, although the ideas are developed using game theory. Shin
() dynamically explores the price uncertainty associated with the order book. Sim-
ilarly, Ellul et al. () examine thick market externalities in which the gains from
trading are dependent on the total number of traders in the market.

For the LSE, Ellul et al. () observe that the probability that a trading day’s first
and last transactions are executed via a decentralized call auction instead of LSE’s
dealership system increases with a security’s general liquidity properties (i.e. howmuch
trading takes place in that security during the day). The authors explain this finding
through the greater susceptibility of the call auctionmarket to thickmarket externalities,
which result more easily in strategic coordination failures among users of this exchange
mechanism than among users of the dealershipmarket, wheremarketmakers guarantee
liquidity.

Kugler et al. () experimentally study trade flows via the rival exchange mech-
anisms at the LSE. They find evidence in favor of the Neeman and Vulkan ()
(NV hereafter) strategic model that predicts the unraveling of decentralized bargaining
concurrently with a flourishing of centralized trading. In NV, we treat trader choice in
a different manner, by making assumptions regarding the distribution of prices rather
than on trader behavior. According to this theory, in perfect equilibrium all trades take
place via a centralized market, such as an order book. Trade outside of this market
cannot be mutually advantageous for both parties. Another equilibrium prediction
is that traders trade only through a decentralized bargaining market. However, this
equilibrium is unstable; if a small number of traders are forced into the centralized
mechanism, then the rest will want to follow.

Centralized markets protect “weaker” traders against high prices on the buyer’s side,
and low costs on the seller’s, through improved information and greater overall effi-
ciency. A weak trader can be defined as a trader that is a price taker, rather than a price
setter, a trader with little or no negotiation power. In order to prevent paying inflated
prices through a dealership-stylemarket, theweakest traders will opt for the order book.
In doing so, the next weakest traders will be exposed to the same loss of control that
the first group of traders had. They will therefore have to join the book as well. This
continues, with the weakest traders leaving the dealership market and joining the order
book until the “serious” traders are forced to change markets. When there are too many
serious traders in the dealership market, compared with weak traders, it becomes more
beneficial for the serious traders to join the alternate mechanism.

In NV, traders may prefer the ability to create long-term relationships with a small
number of trading partners, where the prospect of future trade serves as a disciplinary
device against opportunistic behavior. Anonymous centralized markets, such as an
order book, offer little protection against opportunistic behavior (Kranton, ), and
by negotiating with dealers at the expected centralized market price, risk-averse traders
may reduce their exposure to the centralized market’s volatility.These papers also high-
light how strategic choice is often based on the impending future of a market. Where
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a trader can shift between markets that offer the least costly transactions, or the most
advantageous place to use insider information, a mechanism that is not able to survive
in equilibriumwill start to have higher costs and worse conditions for trade as time goes
on. This will happen until trade can no longer take place or until a new equilibrium is
reached.

Conclusion

In conclusion, the three strands of the literature outline several explanations for trader
mechanism choice; empirical studies corroborate theoretical findings by providing in-
depth analysis of the interplay of factors influencing mechanism selection.The remain-
der of this chapter presents details of three case studies that test the above models of
mechanism selection using actual data from leading stock exchanges.

Case . Determinants of trade mechanism
selection on derivatives markets

....................................................................................................................................................................

Since the addition of block trading facilities (BTF) to the exchanges’ traditionalmarkets,
derivatives traders have faced a choice between two trade mechanisms.They can either
execute orders via a centralized marketplace, or negotiate transactions bilaterally, away
from the exchange. Momsen’s () study contributes to the literature on exchange
mechanism selection in financial markets by focusing on the exchange of derivatives
contracts, joint investigation of both short-term and long-run determinants of exchange
mechanism selection, and analysis of their comparative character, employing data
across several derivatives exchanges. The key findings of the study are summarized in
Figure ..

Momsen () tests three complementary hypotheses concerning the determinants
of exchange mechanism selection in derivatives markets. To this end, he employs data
on financial derivatives contracts traded at Eurex, the Chicago Board of Trade (CBOT),
the Chicago Mercantile Exchange (CME), and the Tokyo Financial Exchange (TFX,
formerly Tokyo International Financial Futures Exchange, TIFFE). In addition, compre-
hensive intraday data-sets on prices, volumes, and frequencies of centralized and bilat-
eral transactions from Eurex, and monthly trade volume data from all other exchanges
were obtained. The sample periods during which trade flows and prices are analyzed
range from January ,  until August ,  in the case of Eurex and CME. For the
other exchanges, the sample is restricted to periods between the launch of the exchanges’
BTF and August .
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figure .. Determinants of trade mechanism selection in derivatives markets.

Impact of transaction costs differentials

Traders may opt for a specific exchange mechanism because of lower transaction costs
associated with transferring contracts via this mechanism instead of the other trading
route.Momsen () focuses on a specific type of transaction cost, namely contracting
costs (Coase, ;Williamson, ), which are defined as all the expenditures traders
must incur in order to obtain clearance and settlement of a transaction through an
exchange’s clearing facilities. While the requirements imposed on centralized orders to
be cleared and settled are essentially the same at most major exchanges, rules regarding
the contracting costs of block trading (BT) diverge across individual exchanges. This
allows estimation of the effect of differences in contracting costs on the relative popu-
larity of the alternate trading routes at a sample of four major derivatives exchanges.

Building on the cost-based literature on mechanism design, empirical tests of the
effect of transaction costs on traders’ choices between alternate exchange mechanisms
reveals that the importance of BT relative to centralized trading varies regionally
between derivatives exchanges. While they play a significant role at exchanges out-
side the United States, BT is less important for the transfer of derivatives contracts at
exchanges in the United States.

Strict BT rules asymmetrically impose contracting costs on BT participants, while
leaving traders in an exchange’s centralized market unaffected. Decentralized relative
to centralized trading is considerably more popular at the two exchanges outside the
United States. For instance, while Eurex’s centralized market for options measures only
 of the volume of bilateral options trades, at CME over  times as many options
are exchanged centrally as they are bilaterally. Ignoring BT price restrictions and trading
hours, BT rules are stricter (and thus BT contracting costs higher) at CBOT and CME,
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figure .. BT rules are stricter (and thus BT contracting costs higher) at North American
derivatives exchanges than in European or Japan.

two North American derivatives exchanges, than at Eurex, a European exchange, and at
the TFX (Figure .).

Since BT volume is higher relative to centralized trading at the two exchanges out-
side the United States, we expect contracting costs imposed on BT to influence trade
mechanism selection in derivatives markets in favor of exchanges’ centralized markets.

Impact of strategic behavior

Apart from external rules constraining traders’ freedom to engage in bilateral BT, a
derivative trader’s choice between exchange mechanisms may be subject to her own
strategic considerations. If this were the case, we would expect traders to gravitate
toward some sort of equilibrium behavior in the long run. In the long run (almost) all
transactions should be conducted via the exchanges’ centralized market, where prices
are independent of individual traders’ reservation values. According toNV, agentsmake
endogenous decisions about whether to engage in bilateral negotiations, trade via a
centralized marketplace, or postpone their desired trade to a future period.Themodel’s
equilibrium has almost all trades being executed via the centralized marketplace. NV
stress (p. ) that their model extends to derivatives markets where risk-averse traders
engage in centralized trades and reach “private mutual insurance agreements,” i.e. BT,
to reduce their exposure to risk.

Since reservation values are an almost intrinsically unobserved measure of an agent’s
perceivedworth of a good, the data available are unsuitable to test the theory’s prediction
regarding the dynamic form of the potential unraveling of an exchange’s BTF. On the
other hand, the data are rich enough to test for indications of a move toward the pre-
dicted equilibriumbehavior.Momsen () applies thismodel to the context of BT and
centralized trades in derivativesmarkets, and observes that in Eurex’s options contracts,
and CME’s Eurodollar future, the frequency and/ or volume of large centralized trades
relative to large bilateral trades has increased over the years. However, in several other
individual contracts and contract groups there is no trend. In the case of TFX, the
centralized market has contracted relative to bilateral negotiations over the course of
the sample period.
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In addition to abstracting from traders’ risk attitudes, NV assume that trade via the
centralized and decentralized exchange mechanisms entails no or identical marginal
transaction costs. This cost-equivalence assumption is difficult to maintain in the case
of derivatives markets. It is conceivable, for instance, that asymmetric contracting costs
might bolster a potential unraveling of an exchange’s bargaining environment. Alter-
nately, if the exchanges’ rules favor BT over market transactions, the hypothesized
unraveling might decelerate and potentially even fail to assume the extreme form that
NV envision. However, regardless of which direction the effect of a potential failure
of the cost-equivalence assumption takes, we should—under the theory—observe a
movement toward equilibrium in the process of a gradual, though possibly incomplete,
unraveling of decentralized bargaining.

While the empirical application of the NV model to alternate exchange mechanisms
in derivatives markets should not suffer from themere presence of asymmetric transac-
tion costs, itmay lose someof its thrust in the face of repeated, unobserved changes to the
balance between the mechanisms’ contracting costs. However, the currently observed
differences between exchanges’ BT rules are likely to result from a lack of “best practice”
industry standards. Thus, with exchanges still in the process of adjusting the content
and stringency of their BT rules, a ceteris paribus analysis of trade patterns resulting
from strategic behavior may come into conflict with occasional exogenous changes to
BT contracting costs.

Momsen () studied the relationship between centralized transactions and BT in
options and futures, and in selected individual contracts that were traded at three major
derivatives exchanges during a period of either forty-four or twenty-seven months.
While discrete, one-off rule adjustments may disrupt and delay a potential trend in
the strategic competition between rival exchange mechanisms, such changes should
only temporarily boost the popularity of one exchange mechanism at the expense of
the other, while leaving traders’ strategic behavior unaffected. Thus, it should still be
possible to base an analysis of traders’ strategic exchange mechanism selection on
the quantification of long-term trade flows conducted via the centralized market and
the BTF of derivatives exchanges. Potential trends can be interpreted as indicative of
traders’ strategic motivation for exchange mechanism selection, while sudden shifts
in the popularity of decentralized bargaining relative to centralized trading will be
attributed to exogenous rule changes. Formally, with t = {, . . . , } for Eurex andCME,
t = {, . . . , }for TFX and ϕ = {

options, futures
}
we would expect the series

αϕ ,t = XL − Frequencyϕ ,t

BT − Frequencyϕ ,t
and δϕ ,t = XL − TradeVolumeϕ ,t

BT − TradeVolumeϕ ,t

to increase over time.

 XL represents extra large trades. XL trades are computed by spliting all trades via the central order
book into two subgroups according to whether or not the centralized transactions meet the
contract-specific volume requirements applicable to off-exchange BT. This generates a group of
centralized transactions that are large enough that they could have been executed bilaterally away from
Eurex’s centralized market.
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Unfortunately, only the intraday data-set of transactions at Eurex contains sufficient
information to determine the frequency of trades and to distinguish centralized trades
by size (i.e. α and δ). Across all exchanges, i.e. with χ = {Eurex, TFX, CME} we can
only test if γ χ

ϕ ,t = XLX−TradeVolumeϕ,t
BT−TradeVolumeϕ,t

increases over time.

Options
Turning to the analysis of the variables’ time patterns, we observe a steady increase
in αoptions,t and δoptions,t over the sample period (Figure .). This implies a positive
trend both in the frequency and in the volume of large centralized options trades
relative to large bilateral transactions in options. Thus, although still relatively small,
Eurex’ centralized market for large options orders has grown relative to bilateral nego-
tiations.

However, the observed relationship across time between the volume of all centralized
trades relative to that of BT at Eurex (γ Eurex

options,t) and at CME (γ CME
options,t) fails to show

an increasing trend. While the time series seems to fluctuate around a fairly constant
mean (.) in the case of Eurex, it falls sharply over the sample period’s first six months
in the case of CME and remained stable for the rest of the time covered in this study
(i.e. to the end of )—with the marked exception of four months in the summer
of . During these months, total BT volume was only half of the average monthly
BT trade volume of the preceding seventeen months. This explains the observed spike
in γ (Figure .). This fleeting phenomenon cannot be ascribed to strategic motiva-
tions of exchange mechanism selection, but is instead related to a temporary rise in
transaction costs for BT relative to centralized trading at CME during the summer of
.

Futures
Inspection of Figure . confirms that—contrary to options—Eurex’s centralized mar-
ket for futures dominates the exchange’s BTF. Moreover, a striking co-movement of
αfutures,t and δfutures,t suggests that trade sizes of large on- and off-exchange trades in
Eurex’s futures contracts are similar. There seems to be a negative trend in the relation-
ship between the volume of all centralized trades and BT at TFX (γ TFX

futures,t) and at Eurex
(γ Eurex

futures,t) during the period before . Thus, the centralized market in futures does
not gain in importance relative to bilateral negotiations at any of the three derivatives
exchanges.

Individual contracts
Inspection of Figure . does not reveal an overriding pattern across time in the rela-
tionship between centralized and decentralized trades in the exchanges’ most heavily
traded contracts. Nevertheless, it is worthwhile to consider some of the time series in
more detail.

Furthermore, econometric analysis reveals a distinct seasonal pattern in several time
series, which we attributed to the quarterly rolling over of derivatives contracts into
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figure .. Options variables on different exchanges, –.
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figure .. Contracts variables on different exchanges, –.
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future maturity months. However, further research is required to formulate a robust
theory regarding a trade-concept view of exchange mechanism selection in derivatives
markets.

Impact of risk differentials

If BT protects risk-averse traders from price and execution risk, while large centralized
trade does not, derivatives traders should prefer to negotiate the exchange of large-sized
orders bilaterally instead of centrally when an exchange’s centralized market becomes
less liquid and themarket pricemore volatile.The negative relationship betweenmarket
liquidity and the probability of traders to prefer BT to centralized trading stems mostly
from the estimation of primary effects.

Short-run trade mechanism selection is motivated by risks that arise under cer-
tain market conditions. Market illiquidity and price volatility are likely to determine
the intensity of these risks. Momsen () considers daily measures of liquidity
(Figure .) and price volatility to capture the information set available and employed
by traders upon their choice between alternate trade mechanisms.

If derivatives traders engage in bilateral negotiations to avoid execution risk associ-
atedwith the transaction of large orders in an exchange’s centralizedmarket, they should
“be willing to pay to reduce their exposure to risk” (NV, p. ).Thus, risk premia should
be built into the prices of BT. Since BT shields both involved parties equally from the
execution risks inherent to the exchange of large trades via the centralized market, we
should not observe the prices of BT to systematically diverge from those of centralized
trades. Thus, as long as the parties participating in BT are assumed to be equally risk
averse, potential risk premia should cancel each other out.

market liquidity

BT

XL trades

frequency of large 
trades

figure .. Frequency of large trades as a function of market liquidity.
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Based on cross-sectional regression analysis of information on daily transactions
in a specific derivatives contract, frequencyi and volumei are daily measures of market
liquidity, and volatilityi expresses the daily price volatility experienced in a contract’s
centralizedmarket.The proposed argument holds that when liquidity and price stability
fall in the centralized market, traders become increasingly exposed to two types of risk,
which lead them to prefer riskless BT to risky centralized trades. However, there is no
significant relationship between price volatility and traders’ choices between alternate
exchange mechanisms, which can be interpreted as evidence against the importance of
price risk in traders’ mechanism selections.

There is evidence in favor of the claim that BT becomesmore attractivewhen liquidity
decreases in an exchange’s centralized market. Under such circumstances, traders risk
increasingly long delays in the centralized execution of their orders, while BT offers
traders the possibility of negotiating the complete transaction of an order and thus pro-
tects them from execution risk.This finding confirms that ofOzgit (), who observes
that, as bet sizes increase, differences between prices charged to gamblers via the alter-
nate bettingmechanisms vanish. Second,Ozgit () notes that pure price competition
liquidity plays a critical role in determining punters’ choices between betting venues,
and “whenever exchange markets are thin, order flow migrates to the bookmaker”
(p. ). This again is consistent with the result that liquidity attracts derivatives traders
to an exchange’s centralized market, whereas a lack of market depth induces traders of
large orders to bilaterally negotiate the exchange of derivatives contracts.

Furthermore, if traders are motivated in the short run to engage in BT in order
to obtain execution security, prices of BT should be aligned with those of centralized
trades. Using data on match prices, Momsen () applies a method similar to Haigh
et al.’s (), involving bid–ask prices. To test the hypothesis of the alignment of BT
prices with prevailing market prices, four reference prices for every BT are constructed
from the execution prices of centralized transactions that occurred in the same contract
and on the same trading day prior to the BT.

If different price patterns were observed, traders might be motivated to engage in BT
for reasons other than to avoid risk exposure in the centralized market, for example to
negotiate more favorable price conditions away from an exchange’s centralized market.
However, there is no evidence to reject the hypothesis that BT prices are well aligned
with market prices. This is consistent with the notion that, in the short run, traders
engage in BT primarily for reasons related to fluctuating risk differentials between
centralized trading and decentralized bargaining. There is no evidence to confirm that
unusually high price volatility induces traders to go “off-exchange” and bargain over a
BT instead of offering an order of a comparable size to Eurex’s centralized market. We
interpret these findings as indicative of the role that executions risk rather than price
risk plays in short-run trade mechanism selection in derivatives markets. We find that
the prices observed for BT in Eurex’s options contracts are consistent with a risk-based
explanation for short-run trade mechanism selection.

 Both linear and binary curve models were estimated.
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Case . Impact of volatility on mechanism
selection: evidence from the London

Stock Exchange
....................................................................................................................................................................

Since , the LSE has been a hybrid market structure. Traders have a choice between
SEAQ, a quote-driven dealership market where trade is based around direct and bilat-
eral negotiation between trader andmarketmaker, and SETS, an electronic order-driven
exchange with a limit-order book. SETS was initiated in October , to complement
the existing SEAQ by lowering trading costs and increasing trade volumes, as well as to
counter the concentration of order flow on the sell side at SEAQ. With the limit-order
book exchange, there is nomarketmaker acting as the ‘middleman’ to set prices, so there
is no bid–ask spread. Instead of a spread, there is simply a fixed price, determined by
the exchange in order to induce maximum amounts of trade. During the first five years
of its existence, SETS became the more popular mechanism, commanding upwards of
 of all trades in SETS securities.

Henry () investigates trader preference for trading mechanisms by comparing
the differences between the two trading mechanisms at LSE. By focusing on differences
in average trade size between the two mechanisms, Henry () establishes the rela-
tionship of several price-related factors on the traffic of trade.The effects of factors such
as volatility, price differences, spread size, and spread formation onmechanism selection
have been considered at both a general level and a more detailed, sector-oriented level.
Henry () finds that sector volatility has a decisive influence on the effects of the
other factors. This was evident in the difference in dealer behavior observed according
to the sector of the security.

Impact of trade size on mechanism selection

Central to mechanism selection is the size of the trade; while the use of SETS is
becoming more popular, it seems that large trades are still being routed through the
dealer mechanism, and generally the trades that are switching from the dealer mech-
anism to SETS are smaller than the overall average trade size. Figure . shows
that the average trade size (the percentage value of trades divided by the percentage
number of trades) for the SETS mechanism is decreasing, while the dealer market
trade size is increasing. Thus, the average trade sizes for the two mechanisms are
diverging.

The argument for this switching is not solely based on just one cost factor, but on
several: the liquidity of the dealer market, the operating costs, and the price uncertainty.
Following is a brief overview of the factors considered byHenry () and their impact
on mechanism selection.
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figure .. Standardized average trade size for SETS and dealer market trade, –.

Volatility

In order to compare the volatility of the two mechanisms, the daily volatilities were
compared. For  of the days in the -day period from January  to August
, the SETS mechanism was more volatile (Table .). Although it appears that,
overall, the SETS mechanism is more volatile than the dealer market, this result does
not hold across sectors.

Even though the ranking of the sectors was the same for both mechanisms, there is
an actual difference between them. Table . shows that for some sectors the SETS
mechanism is more volatile than SEAQ, and for others the opposite is true. As the
dealermarket becomesmore volatile than SETS (the overall volatility is high), the dealer
increases the ask volatility relative to the bid. When the overall volatility drops, so does
the SEAQ’s volatility (comparedwith SETS), and the dealer decreases the volatility of the
ask price relative to the bid. The relevance of the volatility in the demand for dealership
services was first suggested by Demsetz (), who believed that the demand for
immediacy is dependent to a large extent on the degree of price uncertainty, which is a
view also taken by Copeland and Galai (), who report that during periods of high
volatility traders prefer trading through bilateral negotiation to leaving limit orders on
the book. Friederich and Payne () add that the demand for immediacy, and so the

 Volatility is a calculated using historical stock prices, meaning the SETS price, the mid-point of the
SEAQ spread, and the actual bid and ask prices of the spread. These can all be used to calculate testable
volatilities. The volatilities of the SETS price and the dealer mid-point were calculated for each sector.

 Over this period, information technology was more volatile in the dealer market than in SETS.
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Table 25.1. Overall daily rank scores for volatility on both the dealer market and
SETS

Lower 95% Upper 95%

Dealer
Volatility
Rank Lower 95% Upper 95%

SETS
Volatility
Rank

Industrials Intercept 4.53 4.78 5 4.54 4.71 5
Gradient 0.00 0.00 0.00 0.00

Consumer
Goods

Intercept 5.54 5.85 6 5.58 5.90 6

Gradient 0.00 0.00 0.00 0.00
Services Intercept 2.97 3.31 3 3.12 3.49 3

Gradient 0.00 0.00 0.00 0.00
Utilities Intercept 2.05 2.33 2 2.04 2.41 2

Gradient 0.00 0.00 0.00 0.00
Financials Intercept 4.16 4.48 4 4.09 4.32 4

Gradient 0.00 0.00 0.00 0.00
Information
Technology

Intercept 1.00 1.00 1 1.00 1.00 1

Gradient 0.00 0.00 0.00 0.00

demand for SEAQ, should be negatively related to a variable measuring trading activity
in a stock.

Price formation effects

Since the introduction of SETS, the SETS price has trended toward the mid-point of
the spread, suggesting that the SETS price is having a greater effect on dealer price for-
mation. Until the introduction of the Central Counterparty (CCP) facility in , the
SETS price was, on average, higher than the mid-point of the spread. AfterMarch ,
the opposite was true.The introduction of the CCP changed the absolute cost leadership
mechanism. The effects of the CCP are evident in Figure ., which demonstrates
the relationship between the SETS price and the dealer price, showing the difference
between the percentage value of trades through SETS and the percentage value of trades
at the SETS price.This difference represents the value executed on the dealer market, at
the SETS price.

As a consequence of the introduction of CCP dealers no longer have as much nego-
tiation power and are not able to justify such high prices. Dealers and traders negotiate
SEAQ prices, and the establishment of the CCP has in fact increased trader negotia-
tion power. Traders can demand lower prices from market makers, using the threat of
switching to the order book as negotiation power. This power is dependent on the size
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of the trade being executed, with the larger traders commanding more power, but has
allowed traders to demand more competitive prices. Dealership services are still able
to offer immediacy services and are arguably a more liquid mechanism for exchange,
although the launch of the CCP was aimed at improving the liquidity of the order book.
Marketmakers are therefore not completely void of negotiation power and, in fact, when
themarket is strong, and the dealers are keen to trade, they commandmore negotiation
power through the flexibility of the prices offered.

Furthermore,the spread width represents the pricing structure on the dealer market,
and is a useful means of representing a dealer’s willingness to trade. A wide spread indi-
cates that the dealer is more reluctant to trade than if the spread were narrow. Dealers’
pricing decisions are directly related to the volatility of the security. This willingness to
trade obviously has an effect on trader mechanism selection. When the dealer is happy
to trade, it is possible to make the dealer mechanism more attractive, by lowering the
spread. It is no surprise that the spread size is positively related to the percentage of
trade through the order book. The spread size is also related to the percentage at the
SETS price. When the dealer is prepared to reduce the spread, the SETS price has less
effect on price formation.

For high-volatility stocks the dealermarket is preferred, whereas for lea volatile stocks
it is the SETSmarket that is preferred.This manifests itself in the spread widths. During
times of high volatility, the width of spreads in highly volatile stocks increases, as dealers
prefer not to trade. For less volatile stocks the opposite is true. Dealers service a larger
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percentage of the overall trade in these sectors, and can therefore set lower spreads, as
they believe they are exposed to reduced risk, and are more eager to trade. The spread
size is the dealer’s reaction to the market situation, and is a way of comprehending the
dealer’s willingness to trade. The volatility is a factor that influences the dealer’s price
formation, which subsequently affects the trader’s selection of mechanism.

Model of trade size

The observations from the aforementioned factors are linked to mechanism selection
using a model that relates the average trade size to the traffic of trades. As the traffic of
trade passing through SETS increases, the average trade size also increases. If all other
factors are ignored there should exist an equilibrium average size associated with both
the overall market and both mechanisms. So, while the sizes of the mechanisms are
diverging, and have been diverging for all this period, there should eventually come a
point when the average size of each sector is constant on both SETS and SEAQ. Assum-
ing this happens, mechanism selection will resort to a simple decision concerning the
size of the trade. Up to a certain value, the trade will be sent to SETS, and above that
value SEAQ will be used.

The average overall trade size (for every sector and for themarket as a whole) appears
to be converging on a single sector-specific value. This does not mean that the number
of bargains is converging on a single figure, nor the value of trades. The introduction
of an order book reduced the overall average trade size steadily after . Eventually
equilibrium will exist where the average trade size of all trades is constant over time.
In fact, the size of trades on the dealer market is growing, and the SETS average size
is decreasing. These trends are not infinite; the SETS size is not tending to zero, but to
a non-zero value, and the SEAQ size will not grow to infinity. Traders have a trade-off
decision based around the cost structures of the two markets. Up to a certain cut-off
point it is beneficial to send trades through SETS. Above this point the dealer market is
the preferred mechanism.

Assuming that the overall average trade size is constant (denoted by the thicker line
at y =  in Figure .), there are several combinations of trade sizes that the SETS
and the SEAQ mechanisms can select. Examples of these combinations can be seen in
Figure ., at the intersection of the vertical, thinner solid tie lines. Figure . shows
the distribution of trade between the two mechanisms as well. The distance: ab

ac × 
represents the percentage of trade through the SETS mechanism, which has an average
trade size of “SETS b.”

Figure . clarifies the effects of the other factors on the average trade size, and hence
on the percentage of trade passing through either mechanism. As the average trade
size on the SETS mechanism decreases, the percentage through the order book will
also decrease, meaning that more trade is passing through the dealer market. Volatility,

 The SEAQ percentage is  – SETS percentage, and the trade size is SEAQ b.



–––– -Neeman-et-al-c-drv Neeman (Typeset by SPi)  of  May ,  :

OUP CORRECTED PROOF–FIRST PROOF, //, SPi

 nir vulkan and zvika neeman

Standardised
Average Trade Size

SEAQ

SETS

Cut Off
Size

SEAQ b

SETS a

Overall

Possible Combinations

a

SETS b

SEAQ a

b
1

c
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price formation, price difference, and bid–ask spread width are all factors that influence
mechanism selection, and in turn determine the combination of average trade sizes for
the two mechanisms.

Extant literature discusses the existence of a cut-off point, which is determined pri-
marily through a comparison of trading costs.The literature cites different types of costs;
for instance, Bagliano et al. () conclude that larger trades are executed through
the dealer market, as the costs of price uncertainty outweigh dealer transaction costs.
DeJong et al. () conclude that the cost of trading on the dealer market is decreasing
with increasing trade size. They cite the order processing costs as an important deter-
minant of the bid–ask spread. Other dealership cost theories have been used to explain
these types of observations (adverse selection, inventory control), but these all predict
an increase in trading costs with trading size, which are not coherent with the model
presented by Henry ().

Since the impact of these factors is not distributed uniformly across all industries,
Henry () applies his model to explain the differences he observed for different
sectors. For instance, concerning the average SETS size, the information technology
sector—the most volatile sector in his study (Figure .)—seems to have a signifi-
cantly larger decreasing rate, whereas the trade size in the much less volatile consumer
goods sector falls significantly slower. Hence, for each sector the overall average size is
tending toward a particular value, specific to the sector.

The relative volatility of the sectors plays a very large part in the investment decisions
and strategies of traders, and these strategies clearly involve, and depend on, trading
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figure .. Volatility of the various sectors studied by Henry ().

mechanism selection.The key factor that influences the trader’s mechanism selection is
the volatility. The volatility induces changes in the dealer’s bid–ask spread width, which
in turn directly influence trader decisions. Dealers cope with volatility information,
particularly mechanism comparison information, differently according to sector. Both
dealers and traders have sector-specific strategies, and volatility is at the heart of these
decisions.

Case . Long-term determinants
of mechanism selection: evidence

from the NYSE
....................................................................................................................................................................

Extant literature concentrates on the differences in the cost and information content
of trade through different market centers. Hutchins () establishes that long-term
changes in market selection do not solely reflect cost or information benefits, but
differences in actual mechanism efficiency and the environments in which different
traders can survive depending on their bargaining power.Hutchins () utilizes order
execution quality disclosure data disseminated by all US securities market centers to
analyse the market share of orders in all NYSE-listed stocks. In particular, Hutchins
() compares the share of orders held by the NYSE itself, a hybrid limit-order/dealer
market, in comparison with a relatively new group of market centers called electronic
communications networks (ECNs)—essentially web-based limit-order books.

The NYSE is an example of a continuous-session hybrid market. Trade via the NYSE
mechanism is an order-driven/quote-driven hybrid. An increasing amount of NYSE
stocks are traded via a relatively new group ofmarket centers, ECNs. ECNs are networks
of traders, connected to a central limit-order book; in this way they are continuous
and order driven. However, in general, ECNs are thought to be more centralized than
the NYSE, as all trade takes place in a single, observable order book, whereas NYSE is
both quote and order driven.This combination offers a highly stylized environment for
assessing whether traders prefer to trade (using Neeman and Vulkan’s () classifi-
cation) in a decentralized bargaining market—a dealer market—or a centralized limit-
order book.
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Using data obtained from the NYSE and individual ECNs, cross-sectional analysis of
market share of trade orders in different industries and size categories was performed.
The data spanned a period of twenty-five months, from June  to June , and
provided details of monthly order flow to each market center. The data were split
into four size brackets and eleven industry sectors, and hence allowed detailed cross-
sectional analysis of the characteristics of order flow to either the NYSE or the group of
ECNs. Coupled with volatility statistics, these data serve as evidence to test the theory
that trade is shifting from the NYSE to the ECNs in the smallest order categories, which
are associated with traders who have less market power. In the largest order sizes, there
is evidence for a market share recapture by the NYSE. Volatility correlation shows that
theNYSE is themarket of choice during periods of heightened fluctuation. In the longer
term, trade in the most volatile markets is moving to the ECNs fastest.

A trader’s strategic choice aboutmarketmechanisms depends on amuch longer-term
consideration of the optimum strategy for maximizing pay-offs. Extant literature in this
field tends to model mechanisms within the same market in order to observe whether
there are equilibria that allow mechanisms to exist side by side—as is the case in real
markets. According to the literature, if one mechanism is more likely to survive, then
rational traders will gradually shift to that mechanism over long periods of time, incor-
porating shorter-term factors, such as cost and information, within a longer-period
trend. Glosten () points out the ability of specialists and floor-brokers to recognize
and sometimes penalize, in future trade, those who have access to information.

ECNs, on the other hand, operate completely anonymous order books, and so could
harbor informed traders, increasing the chance of adverse selection in the order book.
Reiss and Werner () negate this possibility based on evidence from their study
of brokered and direct interdealer trades. They find that trades that are information
motivated tend to migrate to the direct (non-anonymous) public market. Short-term
factors such as cost and information content at a market center will affect day-to-day
trade, but in competitive markets the market center with lowest costs and fraction of
informed traders can vary just as frequently. In the longer term, it is the characteristics
of trading mechanisms that affect whether a market center attracts informed traders,
has a larger average order size, or costs the least.The research to which Hutchins ()
contributes endeavors to show long-term shifts in orders on each of these markets
belying a movement of traders’ mechanism preference. These trends would not solely
reflect cost or information benefits, but differences in actual mechanism efficiency and
the environments in which different traders can survive, depending on their bargaining
power.

 Costs include transaction costs, the cost of giving the option to trade to others, and costs associated
with risk of exposure to informed traders. Hutchins () argues that speed of execution can also be
thought of as a cost, and is intertwined with the risk factors within cost; if, for example, an order stays
on a limit-order book for a long time, it is at risk of the market moving away from it, allowing execution
at an unprofitable price (for the trader who provided the option to trade).

 Information factors refer to the amount of inside information, or just knowledge of companies and
trading experience, that investors have and, particularly, where traders with differing knowledge choose
to trade.
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Long-term determinants of mechanism selection

Parlour and Seppi () model a hybrid market, like the NYSE, alongside a pure
limit-order market, like an ECN.They find that, given heterogeneous transaction costs,
multiple equilibria are supported where both mechanisms can coexist, with different
mechanisms dominant in different conditions, as well as equilibria with a single surviv-
ing mechanism. “Tie-breakers,” such as payment for order flow and traders’ behavioral
habits, are key in breaking coexistence down to a single market. Similarly, NV examine
centralized markets versus a direct negotiation market, i.e. a limit-order book and a
telephone-based dealer market, respectively. Traders range in willingness to pay and
willingness to sell: the weakest types are very willing to pay, or very willing to sell (have
the lowest costs).When a centralizedmarket is set up, the weakest traders find that their
expected payoff is higher trading on this new market and thus shift their trade activity.
In doing this, the next-strongest traders become the weakest in themarketplace, so they
too shift their trade. The end-game scenario is that no trade can take place outside of
the centralized market. Thus, if ECNs were to compete with a telephone-based dealer
market, they would be expected to gain all order flow in the long run.

Data on order flow from the NYSE shows that market share in orders of the smallest
size categories and the most volatile industries is shifting from the NYSE to the ECNs
provided there is sufficient liquidity in the ECN order books, while the largest orders
and those in the least volatile sectors are shifting back to the NYSE from the ECNs (see
Figure . ).

This shift can be attributed to a process of the weakest traders moving in accordance
with their optimal payoff strategy, as in NV. However, this trend could also be explained
by a simple increase in the number of traders. ECNs have allowed an influx of new home
traders using home investment programs and online broker services. This may mean
that traders have not moved, causing a shift inmarket share, but that would suggest that
the number of orders on the NYSE has remained constant.

A cost-based explanation of the trend would suggest that trading costs on ECNs
have fallen way below costs on the NYSE. However, Bennett and Wei () examined
stocks that changed between listing on either the NASDAQ or the NYSE, and show
that volatility reductions and better price discovery and improvement were consistently
better on the NYSE. They noted that the proliferation of ECNs on the NASDAQ had
improved market efficiency and thus improved trading costs, but that these costs still
trailed those of the NYSE.

Impact of order size across industries
Figure . illustrates splits the size category statistics into industries. We can observe
a range of market share growth and decline rates for each market center group. In
the smallest two size brackets, the technology and telecommunications sectors had the

 All of the plots shown in Figure . show market share of the total market, being the sum of
orders at the NYSE and ECNs, which explains the mirror image effect between the two lines.
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fastest growth rates at the ECNs, and the utility and investment products the slowest, or
showed little sign of growth.The former, fastest growth areas are linked to high volatility
and activity. This leads to the conclusion that small traders in volatile stocks, whose
trading position is weak, prefer to trade through ECNs, and the activity levels are such
that ECNs have sufficient liquidity to support trade.The investment products and utility
sectors have the least activity in these size categories and, on average, are the least volatile
sectors. Low volatility is associated with a relatively stronger trading position, leading
to a lower incentive to shift to an optimum market, while ECNs have little liquidity in
these sectors due to lack of activity, explaining the slower rate of market share change.

Thus, the results of this study clearly show that ECNs are gaining market share in
the smallest orders for trade. Without correcting for double reporting it is not possible
to show that primary orders are sent to the ECNs with increasing frequency, but it is
possible to state that ECNs are becoming more popular for trade in these sizes, as they
are being “hit” more times. ECNs are finding ways around the trade-through rule by
use of fleeting and hidden orders; this is not a logical step if the NYSE were the most
popular choice for transactions. In the larger size brackets, there is even less likelihood
of hidden depth, thus orders are routed directly to the NYSE for execution, so we see no
shift, or a shift in favor of the NYSE.Meanwhile, traders in the largest orders who traded
on the NYSE before they had a choice to move to the ECNs are thought to benefit much
more from price improvement and the smart-order-book capability of floor brokers, as
near-block orders will suffer fromprice shocks on a limit-order bookwith little liquidity.

In the larger size categories a slow-down in market-share change is observed (see
Figure .). Although relative activities in different sectors remain similar, the overall
market activity in larger orders decreases, leaving ECNs with even less liquidity for a
successful transaction where an order is filled. An overall change in growth direction
is observed as the order sizes increase. This suggests that, after an initial trial period
on the ECNs, larger-order traders have realized the lack of liquidity there and have
subsequently shifted back to the NYSE.

Impact of liquidity
For the NYSE stocks, the hybridmarket thus seems tomakemarkets in themost illiquid
of stocks, making it the market center of choice for sectors like investment products but
essentially its market mechanism is a slower version of that which would take place in
a liquid electronic order book. Traders can optimize their risk and speed by trading
anonymously through an ECN, which increasingly offsets the monetary cost benefit
of price improvement on the NYSE for many smaller traders. However, in the long
term, ECNsmust gain sufficient liquidity to be able to compete with the largest primary
markets.

Impact of volatility
Finally, volatility is calculated on a standard deviation of the price, and is a measure of
its dispersion around the twelve-month average. Based on correlation analysis between
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market share and volatility, the data illustrate that short-term periods of high volatility
in a market are associated with increased market share at the NYSE. However, the
most volatile markets on average are those with fastest growth of ECN market share
in the smaller size categories. If the volatility of a market corresponds with the relative
weakness of a trader, it is the weakest that move to the NYSE in times of heightened
risk. This could be explained by the robustness of the NYSE; it is the oldest and most
liquid market, and provides guaranteed execution with a chance of price improvement,
whereas ECNs have a shorter, worse track record for liquidity, and do not guarantee
execution. Guaranteed execution has particular importance in a volatile period where
traders need to lay off positions. Hence, in the short term, weak traders favor the robust-
ness of the NYSE in times of heightened risk. In the longer term, however, one can still
observe a shift of weak traders to ECNs. Moreover, if ECNs were more liquid, we might
see an increase in the chance of execution, which would encourage more orders during
periods of volatility, as ECNs’ ability to execute trades quickly would allow traders to lay
off positions more quickly.

These trends corroborate previous work well, which showed that order flow had split
on the LSE so that largest orders weremore frequently sent to a decentralized alternative
to a centralized market that received smaller orders more frequently. Although relative
activities in different sectors remain similar, the overall market activity in larger orders
decreases, leaving ECNs with even less liquidity for a successful transaction where an
order is filled. An overall change in growth direction is observed as the order sizes
increase, with more than half the sectors in the third size category insignificantly show-
ing NYSE market share growth, and over half showing significant NYSE growth in the
fourth. It is suggested that, after an initial trial period on the ECNs, larger-order traders
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have realized the lack of liquidity there and have subsequently shifted back to the NYSE.
As the NYSE had most market share in many of the sectors to begin with, the ranking
of the sectors’ speeds of growth says less about the traders’ relative strengths in each.

Conclusion
....................................................................................................................................................................

The three case studies presented in this chapter highlight the different factors that
influence the choice of mechanism selection. While transaction costs are an important
determinant of trading mechanism, in the long run strategic considerations play a key
role. Momsen () tested if derivatives traders are motivated in the short run by
risk considerations when choosing between trademechanisms.The proposed argument
held that when liquidity and price stability fall in the centralizedmarket, traders become
increasingly exposed to two types of risk, which lead them to prefer riskless BT over
risky centralized trades. Momsen () failed to establish a relationship between price
volatility and traders’ choices between exchange mechanisms, which we interpreted as
evidence against the importance of price risk in traders’ mechanism selection deci-
sions. However, there is strong evidence in favor of the claim that BT becomes more
attractive when liquidity decreases in an exchange’s centralized market. Under such
circumstances, traders’ risk increasingly long delays in the centralized execution of their
orders, while BT offers traders the possibility of negotiating the complete transaction
of an order and thus protects them from execution risk. While this study focuses on
the determinants of trade mechanism selection in derivatives markets, a worthwhile
extension might empirically examine to what degree the reservations of BT critics have
materialized since the widespread launch of BTF at most derivative exchanges around
the world.

By focusing on differences in average trade size between the twomechanisms, Henry
() attempted to confirm the relationship of several price-related factors on the traf-
fic of trade. The effects of volatility, price differences, spread size, and spread formation
have onmechanism selection have been investigated at both a general level and at amore
detailed, sector level. Based on a model relating trade size and trade volume, the afore-
mentioned factors were linked tomechanism selection. According to Henry (), the
key factor influencing mechanism selection is volatility. The volatility induces changes
in the dealer’s bid–ask spread width, which in turn directly influences trader decisions.
Dealers cope with volatility information, particularly that of mechanism comparison,
differently according to sector. It is apparent that both dealers and traders have sector-
specific strategies, and volatility is at the heart of these decisions. Volatility induces
changes in the dealer’s bid–ask spread width, which in turn directly influence trader
decisions.

Similarly, Hutchins () also finds that volatility is a key factor influencing mech-
anism selection. Low volatility is associated with a relatively stronger trading position,
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leading to a lower incentive to shift to an optimummarket. In the context of the NYSE,
the largest orders are more frequently traded on a decentralized market compared with
a centralized market that received smaller orders more frequently. Hutchins ()
observes that, due to the lack of liquidity on the ECNs, large-order traders have shifted
back to the NYSE after initial trading on the ECNs. Furthermore, evidence from corre-
lation analysis suggests that high volatility in the short run is associated with increased
market share at the NYSE. However, the most volatile markets on average have the
fastest growth in trades through ECNs in the smaller size categories. This highlights
the robustness of the NYSE at times of heightened risk for the weakest traders, who
shift to the ECNs in the longer term.

Competition between exchanges is increasingly commonplace as more and more
trade moves online. Lessons from financial exchanges where parallel trading has been
ongoing for a number of years now are therefore of great value to all market designers,
who must consider the incentives of their customers to either switch to using their
exchange or to continue with it when competition is available. We hope that the cases
presented here will be useful to future generations of market designers.
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